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ABSTRACT: Summertime heavy precipitation associated with the quasi-stationary Mei-Yu front often causes severe
flooding along the Yangtze river basin in China. This study explores the mesoscale predictability of one such event near
Wuhan, the capital city of Hubei Province. The 20–21 July rainfall event contributed to making the 1998 flood season the
worst in this region since 1954. Various sensitivity experiments were performed to examine the impact of both realistic and
idealized initial condition uncertainties of different scales and amplitudes on the prediction of the mesoscale precipitation
systems along the Mei-Yu front. While it is found that mesoscale model simulations initialized with global analyses at a
36-h lead time can depict the evolution of the synoptic environment reasonably well, there are large variations between
different experiments in the prediction of the mesoscale details and heavy precipitation of this event. It was also found that
larger-scale, larger-amplitude initial uncertainties generally led to larger forecast divergence than did uncertainties of smaller
scales and small amplitudes. However, the forecast errors induced by perturbations of the same amplitude but at different
scales are very similar if the initial error is sufficiently small. Error growth is strongly nonlinear and small-amplitude
initial errors, which are far smaller than those of current observational networks, may grow rapidly and quickly saturate at
smaller scales. They subsequently grow upscale, leading to significant forecast uncertainties at increasingly larger scales.
In agreement with previous studies, moist convection is found to be the key to the rapid error growth leading to limited
mesoscale predictability. These findings further suggest that, while there is significant scope for improving forecast skill by
improving forecast models and initial conditions, mesoscale predictability of such a heavy precipitation event is inherently
limited. Copyright  2007 Royal Meteorological Society
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1. Introduction

The concept of limited predictability due to instability in
dynamic systems was first introduced by Maxwell (1876).
Thompson (1957) described atmospheric predictability
as the sensitivity to initial condition and model errors
in numerical weather prediction models. Lorenz (1963)
showed the apparent loss of predictability in a low-order
model of atmospheric flow, and Lorenz (1969) used a
two-dimensional (2D) closure model to quantify multi-
scale predictability and show the slow inverse cascade of
errors from small to large scales. The loss of predictabil-
ity due to upscale error transfer was further verified by
Leith and Kraichnan (1972), using an improved closure
model.

Research on mesoscale predictability began with
Anthes et al. (1985), which found little forecast diver-
gence from simulations using different initial condi-
tions in a limited area mesoscale model. The slow
growth of forecast differences in their simulations was
later attributed to the combined effects of using fixed
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lateral boundary conditions, relatively strong numerical
dissipation, and unbalanced initial perturbations (Errico
and Baumhefner, 1987; Vukicevic and Errico, 1990).
Recently, Zhang et al. (2002, 2003) demonstrated the
possible influence of initial errors of small amplitude
and scale on the numerical prediction of the ‘surprise’
snowstorm of 24–25 January 2000. They found that ini-
tial errors grew rapidly at scales below 200 km in the
presence of moist processes and were characterized by
upscale growth. The above results from real case stud-
ies were subsequently generalized in Tan et al. (2004) by
their examination of error growth in idealized baroclinic
waves amplifying in a conditionally unstable atmosphere.

Compared with cool-season weather systems with
strong baroclinicity, the current skill of operational quan-
titative precipitation forecasts (QPF) during the warm
season is low, especially for heavy precipitation events
(Olson et al., 1995; Fritsch et al., 1998). Zhang et al.
(2006) examined the mesoscale predictability of a warm-
season extreme precipitation event over south-central
Texas that began on 29 June 2002 and lasted until
7 July 2002. It was found that the high-resolution,
convective-resolving simulation did not produce the best
simulation or forecast, and both the realistic initial
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condition uncertainty and model errors resulted in large
forecast errors for this warm-season flooding event. In
addition, the authors further demonstrated that small-
scale, small-amplitude initial errors, such as those in the
form of undetectable random noise, can grow rapidly and
subsequently contaminate the short-term deterministic
mesoscale forecast within 36 h. Faster error growth, espe-
cially at smaller scales in the presence of parameterized
moist convection, was also found by Ehrendorfer et al.
(1999). The impacts of moist convection on the limit
of mesoscale predictability demonstrated in these recent
studies are consistent with what was foreseen by Lorenz
(1969) and with recent findings of faster error growth
from smaller scales in Buizza et al. (2003) and Simmons
and Hollingsworth (2002). The limited deterministic pre-
dictability of such events thus illustrates the need for
mesoscale probabilistic forecasts (Zhang et al., 2006).

For synoptic-scale predictability, scale-dependent error
growth processes were recently investigated by Tribbia
and Baumhefner (2004) in a coarse-resolution global
model using truncated perturbations at different scales.
They found that errors limited to synoptic and larger
scales grew at a nearly identical rate to errors that were
not band-limited. Errors limited to smaller scales required
additional time for the inertial cascade processes to seed
the baroclinically active regions of the spectrum before
growth could proceed. They argued that synoptic-scale
errors organize within synoptic structures and amplify,
extracting energy only from the larger-scale background
flow. The inverse cascade in the traditional view (Lorenz,
1984) thus becomes of lesser importance.

This study explores the mesoscale predictability of a
warm-season heavy rainfall event associated with the
quasi-stationary Mei-Yu front along the Yangtze river
basin of east-central China with a high-resolution, lim-
ited area model. This is a typical heavy precipitation
event occurring in a typical Mei-Yu synoptic environ-
ment. Complementary to the aforementioned studies, we
are particularly interested in examining the impact of both
realistic and idealized initial condition uncertainties at
different scales and amplitudes on the mesoscale predic-
tion of this event and its attendant heavy precipitation. An
overview of this flooding event is provided in the next
section. Section 3 describes the model and experimental
design. Section 4 presents the results of the unperturbed
simulations with a focus on the 10-km control run. Sen-
sitivity to realistic initial uncertainties is presented in
Section 5. The results with idealized perturbations are
given in Section 6. A discussion and conclusions are pre-
sented in Section 7. Since this is a typical warm-season
rainfall event and the idealized initial perturbations and
area-integrated diagnostics are used, the results derived
from this single study may be common to many other
similar types of weather systems.

2. Synoptic overview of the flooding event

The rainy period of mid-to-late spring through to early-
to-mid-summer in East Asia is typically caused by a

quasi-stationary, east–west orientated frontal zone often
referred to as the Mei-Yu front, which often causes
severe flooding along the Yangtze river basin in China
and is one of the most significant weather systems
for the hydrological cycle in the East Asia monsoon
region. The Mei-Yu front is characterized by weak
temperature gradients and strong moisture gradients in
the lower troposphere (Ding, 1992), which, is different
from that of typical mid-latitude fronts. The front is
usually shallow and slopes rapidly with height, which
is typically accompanied by a low-level cyclonic wind
shear line to the north and a well-defined, synoptic-scale,
low-level jet (LLJ) to the south of the shear line (Chen
et al., 1998). The LLJ may destabilize the environment
through transporting warm moist air northwards in the
lower levels (Chen, 1983), and may trigger convective
development through inducing upward motion (as part of
the secondary circulation) at its left exit region (Chen,
1982). Similar weak quasi-stationary fronts are also
present over central USA (and possibly other areas),
although these are much more transient and much less
pronounced (Carbone et al., 2002).

This study explores the mesoscale predictability of one
such Mei-Yu front heavy precipitation event on 20–21
July 1998 near Wuhan, the capital city of Hubei Province.
This rainfall event contributed to making the 1998
flood season the worst in this region since 1954 (Zhao
et al., 1998). For example, an observational analysis of
the 24-h accumulated precipitation from 12 : 00 UTC
20 July to 12 : 00 UTC 21 July 1998 is shown in
Figure 1(a) (the simulated results in Figure 1(b)–(d)
will be discussed later), and the time evolution of the
observed hourly accumulated precipitation averaged over
35 stations around the extreme local rainfall maximum
near Wuhan in the east of Hubei Province is shown in
Figure 2 (all geographical locations referred hereafter are
shown in Figure 1(a)). The maximum hourly rainfall near
Wuhan reached 88.4 mm at 00 : 00 UTC 21 July, and the
24-h accumulated precipitation maxima near Wuhan and
also in northeastern Guizhou Province were larger than
200 mm (Figure 1(a)).

The large-scale environment over the Yangtze river
basin was generally favourable for the development of
mesoscale weather systems on 20–21 July 1998 due to
the presence of several upper level features. At 700 hPa,
from 00 : 00 UTC 20 to 00 : 00 UTC 21 July, an east–west
orientated quasi-stationary shear line existed along the
basin at 700 hPa, along which a subsynoptic-scale, low-
pressure centre was initially located at (29 °N, 107 °E) in
the east of Sichuan Province gradually moved eastward
(Figure 3(a)). A corresponding 500-hPa shortwave quasi-
stationary trough was located at (25–35 °N, 105 °E)
near the north of Sichuan Province and the south of
Shanxi Province (Figure 3(b)). A series of mesoscale
convective systems developed along the mid-to-low-level
convergence boundary and progressed from west to east.
Among these systems, a mesoscale convective vortex
developed near Wuhan and led to heavy precipitation.
The setting described above, along with the mostly
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Figure 1. The 24-h accumulated precipitation (mm) from 12 : 00 UTC 20 to 12 : 00 UTC 21 July 1998 for (a) observational analysis and
simulations by (b) CNTL, (c) C30KM and (d) C3.3KM with a 36-h lead time plotted on the 30-km domain (D1). The Chinese provinces along
the Yangtze River are labelled in (a). The black dot denotes the location of the Wuhan station and the distance between tick marks is 300 km
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Figure 2. Time evolution of hourly-accumulated precipitation (mm)
from observations (solid line, averaged over 35 stations near Wuhan)
and CNTL simulation (dashed line, averaged over the small rectangular
box denoted in Figure 1(a)) from 13 : 00 UTC 20 to 12 : 00 UTC 21

July 1998.

diffluent 200 hPa flow over the Yangtze river basin and a
strong LLJ providing an abundant supply of water vapour
(not shown), is a typical synoptic environment for heavy
precipitation during the Mei-Yu season in central-eastern
China (Ding, 1992; Chen et al., 1998; Bei and Zhao,
2002a).

Even after using numerical weather prediction models
in hindsight, it is difficult to identify reliable predictors to
forecast the heavy rainfall event (Bei and Zhao, 2002b,
Bei et al., 2002). The purpose of this paper is to explore
the impacts of initial condition uncertainties at different
scales and different amplitudes on the prediction of this
event and its attendant heavy precipitation.

3. Model description and experimental design

The NCAR/PSU non-hydrostatic mesoscale model MM5
version 3 (Dudhia, 1993) was used for this study. The
unperturbed control simulation (hereafter referred to as
‘CNTL’) employs two horizontal domains (D1 and D2)
with two-way nesting initialized at 00 : 00 UTC 20 July
1998 and with initial and boundary conditions derived
from the 2.5° × 2.5° global analyses of the European
Centre for Medium-Range Weather Forecasts (ECMWF)
which have been reanalysed with standard surface and
sounding observations using the standard objective anal-
ysis tools available in MM5. The 30-km coarse domain
employs the 190 × 120 horizontal grid points that cover
most of China and the 10-km nested domain has 271 ×
181 horizontal grid points (Figure 4). Both domains
have 27 layers, half of which are below 700 hPa, in a
stretched vertical coordinate. The Mellor–Yamada PBL
scheme (Mellor and Yamada, 1982), Reisner micro-
physics scheme with graupel (Reisner et al., 1998) and
Grell (1993) cumulus parameterization scheme were used
in all experiments.

Experiments ‘C30KM’ and ‘C3.3KM’ were performed
to examine the sensitivity of this extreme rainfall predic-
tion to model resolution. C30KM is the same as CNTL
except that it uses only the 30-km domain (D1, Figure 4).
C3.3KM is the same as CNTL but with the addition of
a two-way-nested 3.3-km domain with 271 × 271 grid
points (D3, Figure 4). No cumulus parameterization was
used for D3 in C3.3KM (Figure 4).

A series of experiments were subsequently designed
to examine the impacts of realistic and idealized initial
perturbations with different amplitudes and scales on the
mesoscale predictability of this event. A list of these
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Figure 3. Horizontal winds (full barb, 5 m s−1), geopotential heights (every 20 dam) and potential vorticity (>0.75 PVU shaded,
PVU = 10−6 K m2 kg−1 s−1) valid at 00 : 00 UTC 21 July for observational analyses at (a) 700 hPa and (b) 500 hPa and the corresponding
simulation by CNTL at (c) 700 hPa and (d) 500 hPa. The bold curves denote the locations of the mid-level trough and the low-level shear line.
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Figure 4. Configurations of the MM5 model domains. The horizontal grid spacing of domain 1 (D1), domain 2 (D2) and domain 3 (D3) is 30,
10 and 3.3 km, respectively. The grey box denotes the domain used in Figure 6.
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Table I. A list of sensitivity experiments with different initial perturbations.

Objectives Experiments Brief description

Sensitivity to initial data source CNTL Initial condition derived from ECMWF global
analysis

T106ic Initial condition derived from NMC global
analysis

Sensitivity to horizontal resolution C30KM As in CNTL, but use only D1 with 30-km grid
spacing

C3.3KM As in CNTL, but use triply nested domains
down to 3.3-km grid spacing

Sensitivity to lateral boundary
condition

T106bc As in CNTL, but lateral boundary conditions
derived from NMC global analysis

Sensitivity to initial perturbations at
different scales decomposed from
difference between CNTL and T106ic

T106L

T106M

T106S

Perturbation only at scales greater than
1200 km
Perturbation only at scales from 300 to
1200 km
Perturbation only at scales smaller than 300 km

Sensitivity to the above decomposed
initial perturbations but rescaled to
the same amplitude (in terms of
DTE) as difference between CNTL
and T106ic

T106Ls

T106Ms

T106Ss

Rescaled perturbation at scales greater than
1200 km
Rescaled perturbation at scales from 300 to
1200 km
Rescaled perturbation at scales smaller than
300 km

Sensitivity to idealized perturbations
with realistic initial amplitude

BAL Large-scale balanced with the same amplitude
as T106Ls

UNB Small-scale unbalance with the same amplitude
as T106Ls

Sensitivity to smaller-amplitude
idealized initial perturbations

BAL27%, BAL9%, BAL3% As in BAL but with amplitude reduced to
27%, 9% or 3% of BAL

UNB27%, UNB9%, UNB3% As in UNB but with amplitude reduced to
27%, 9% or 3% of UNB

Sensitivity to effect of moisture in
terms of latent heating/cooling (i.e.
the ‘fake-dry’ experiments)

dryCNTL

dryBAL(##%)

dryUNB(##%)

As in CNTL but no latent heating/cooling
allowed
As in BAL(##%) but no latent heating/cooling
allowed
As in UNB(##%) but no latent heating/cooling
allowed

experiments and a brief description are summarized in
Table I. The details of each experiment are presented in
the following sections, where their results are discussed.

4. Control simulations

Figure 1(b)–(d) shows the 24-h accumulated precipita-
tion valid at 12 : 00 UTC 21 July 1998 (with a 36-h lead
time) from the three control experiments (CNTL, C30KM
and C3.3KM with effective grid spacing of 30, 10 and
3.3 km, respectively). All three simulations produced the
observed east–west precipitation belt (Figure 1(a)) along
the quasi-stationary Mei-Yu front, but significant differ-
ences existed (in terms of both precipitation amount and
position) among simulations with different horizontal grid
spacings.

The 10-km control experiment (CNTL), with a 36-h
lead time, reasonably simulated the intensity and loca-
tion of the heavy precipitation along the Yangtze river
basin, but its precipitation was slightly to the north
and east of the observed precipitation (Figure 1(b) vs

Figure 1(a)). Moreover, the time evolution of hourly rain-
fall near Wuhan (averaged in the small box denoted in
Figure 1(a)) simulated by CNTL compared favourably to
the relevant observational average during the simulation
period (Figure (2)). In addition, CNTL also reasonably
well simulated the important synoptic features such as
the east–west shear line at 700 hPa, the shortwave trough
at 500 hPa and an attendant area of high potential vor-
ticity over the Yangtze river basin (Figure 3(a)–(b) vs
Figure 3(c)–(d)).

The highest resolution 3.3-km experiment (C3.3KM)
did not produce the best results (Figure 1(d)). Degrada-
tions of higher-resolution forecasts similar to C3.3KM
were also found by Gallus (2002) and Zhang et al.
(2006). It is possible that, in cases such as this event,
some subgrid-scale physical parameterizations are more
suitable for use with coarser resolutions. Convective ini-
tiation in C3.3KM, which relies on grid-scale processes,
may not be sufficient, since convection only becomes
marginally resolvable with 3.3-km grid spacing (e.g.
Done et al., 2004).
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Since the 10-km CNTL experiment performed better
than C30KM and C3.3KM (especially for the heavy pre-
cipitation), the following sensitivity experiments will be
based on and compared with CNTL (and the perturba-
tion or error referred to hereafter is thus defined as the
difference from CNTL) unless otherwise specified.

5. Sensitivity to realistic initial condition
uncertainties

It is very common for mesoscale models to derive
their initial and boundary conditions from larger-scale or
global models. The difference in the initial conditions due
to the use of different global analyses (after an objective
reanalysis of standard sounding and surface observations)
thus constitutes a realistic initial condition uncertainty
for the limited area model forecasts (Zhang et al., 2002,
2006). This section first examines the influence of deriv-
ing initial conditions from global analyses of two dif-
ferent operational centres on the prediction of this heavy
precipitation event. This is followed by an in-depth inves-
tigation of the sensitivity of error growth to the amplitude
and scales of such realistic initial uncertainties.

5.1. Sensitivity to initial data sources

As in Table I, experiment ‘T106ic’ is identical to CNTL
(including the use of the same boundary conditions)
except that the 1.125° × 1.125° T106 global analyses
from the Chinese National Meteorological Centre (NMC)
were used to derive the initial conditions (also with the
standard objective reanalysis of standard observations).
From the 24-h accumulated precipitation (>25 mm
shaded) of T106ic and the corresponding difference
from CNTL (Figure 5(a)), it was found that the forecast
difference of precipitation with a 36-h lead-time was

extremely large. In many localized regions, the difference
is comparable in magnitude to the control simulation
(CNTL). The 24-h accumulated precipitation belts in
T106ic were systematically ∼200 km further west and
200 km further south than those in CNTL (refer
to Figure 1(b)). The 500-hPa wind and temperature
difference between T106ic and CNTL also showed a
moderate error growth in amplitude from 0 (Figure 6(a))
to 24 h (Figure 7(a), showing the same domain as the
small box in Figure 6). The large forecast sensitivity to
such realistic initial uncertainties thus implies limited
mesoscale predictability using deterministic forecasts of
the heavy precipitation associated with the Mei-Yu front.
This is consistent with the results of Zhang et al. (2002,
2006).

Boundary condition uncertainties may also be an
important source of error for limited area forecasts
(Laprise et al., 2000). Although the primary region of
interest (the heavy precipitation near Wuhan area) is
far away from the lateral boundaries, there is still a
noticeable reduction in the 24-h accumulated precipi-
tation (when compared with CNTL) in an experiment
(‘T106bc’) identical to CNTL except that the NMC global
analyses were used to provide the boundary conditions
(not shown). Nevertheless, due to the use of a large fore-
cast domain, the difference when using different lateral
boundary conditions was significantly smaller than that
when using different initial conditions derived from dif-
ferent global analyses.

To further quantify the initial condition and forecast
divergence between different experiments, this study used
the domain-integrated difference total energy (DTE), as
defined by Zhang et al. (2002):

DT E = 1
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′
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2 + V
′
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2 + κT
′
ijk
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Figure 5. The simulated 24-h accumulated precipitation (mm, shaded) from 12 : 00 UTC 20 to 12 : 00 UTC 21 July 1998 by experiments
(a) T106ic, (b) T106L, (c) T106M and (d) T106S plotted on the 30-km domain (D1) and the corresponding difference from CNTL (contoured

every 30 mm).
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Figure 6. The 500-hPa wind (full barb, 5 m s−1) and temperature (every 0.5 K; dashed, negative) difference between CNTL and experiments
(a) T106ic, (b) T106L, (c) T106M and (d) T106S at the model initial time. The inner box in each panel denotes location of the display domain

of Figure 7.
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Figure 7. The 500-hPa wind (full barb, 5 m s−1) and temperature (every 0.5 K; dashed, negative) difference between CNTL and experiments
(a) T106ic, (b) T106L, (c) T106M, (d) T106S valid at 00 : 00 UTC 21 July (with a 24-h lead time) and the corresponding 3-h accumulated

precipitation difference (every 20 mm, >10 mm shaded).
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where U
′
, V

′
and T

′
are the wind component and

temperature differences between two simulations, κ =
Cp/Tr, Tr is the reference temperature and i, j and k

run over x, y and z grid points.
Time evolutions of DTE between CNTL and the

three aforementioned sensitivity experiments with respect
to realistic uncertainties in initial conditions (T106ic),
boundary condition (T106bc) and model resolution
(C30KM) are summarized in Figure 8(a). In agreement
with the precipitation forecast difference discussed above,
the DTE errors induced by realistic initial uncertainties
are much bigger than those induced by the other two
sources (i.e. boundary conditions and model resolution).
This is especially true for the first 24 h of the simula-
tions. Despite a relatively small overall growth of the
domain-integrated DTE between CNTL and T106ic, the
DTE is ∼30% larger than the difference between CNTL
and T106bc, and twice as large as that between CNTL
and C30KM at the 36-h forecast time. This further sug-
gests that the initial condition uncertainties remain one
of the most important sources of short-range mesoscale
forecast errors for this heavy precipitation event.

The initial difference between CNTL and T106ic was
concentrated mainly at larger scales. While there was
little or no growth of the DTE error at larger scales
(>600 km) over the 36-h simulation, there was a great
increase at smaller scales (<600 km), with apparent error
saturation at the smallest resolvable scales (<200 km)
(Figure 9(d)).

5.2. Sensitivity to initial perturbations at different
scales

Because the evolution and spectral analyses of the DTE
error between CNTL and T106ic examined in the above
subsection showed an apparent dependence of error
growth on the scale and amplitude of the initial perturba-
tions, we next used 2D spectral decomposition to divide
the initial difference between CNTL and T106ic into
three scales. Wavelengths of smaller-scale perturbations
were less than 300 km, those of larger-scale perturbations
were greater than 1200 km and the intermediate-scale
perturbations were between 300 km and 1200 km. These
three different scales of perturbations were then added

to the CNTL initial conditions for sensitivity experi-
ments ‘T106L’, ‘T106M’ and ‘T106S’, which were oth-
erwise performed identically to CNTL and T106ic (note
that all initial perturbations for any experiment herein
are applied to the 30-km coarse grid and then interpo-
lated to the nested domain). These sensitivity experiments
were designed to further examine the influence of ini-
tial perturbations with different scale characteristics on
the error growth process. An example of decomposed
500-hPa winds and temperature initial perturbations at
different scales is shown in Figure 6(b)–(d). In terms of
domain-averaged root-mean DTE (RM-DTE), the ampli-
tude of large-scale perturbations in T106L (∼2.3 m s−1)
was slightly larger than that of T106M (∼2.0 m s−1),
and the perturbations in T106M were more than two
times stronger than those of T106S (∼1.0 m s−1). It is
not surprising that most of the initial difference between
T106ic and CNTL (∼3.0 m s−1) came from larger and
intermediate scales (>300 km), since the first guesses of
the initial conditions for both experiments were derived
from different coarse-resolution global analyses.

Figure 5(b)–(d) shows the 24-h accumulated precipita-
tion simulated by T106L, T106M and T106S (>25 mm
shaded) and the corresponding difference from CNTL.
The experiment with truncated larger-scale perturba-
tions (T106L) produced the largest error (i.e. differ-
ence from CNTL) in the precipitation forecast. Both the
scale and amplitude of the differences were compara-
ble to those between T106ic and CNTL (Figure 5(a)
vs Figure 5(b)). The 24-h accumulated precipitation belt
along the Yangtze river basin was systematically dislo-
cated to the south in T106L (Figure 5(b)). The maxi-
mum 24-h accumulated precipitation differences near the
Wuhan area between CNTL and T106L, T106M and
T106S were respectively 130, 119 and 100 mm. It is
obvious that precipitation errors in T106M and T106S
are comparable in magnitude and scale, and both exper-
iments also resulted in significant changes in amplitude
and location of the precipitation maximum near Wuhan
(Figure 5(c)–(d)).

The time evolution of the root-mean-square (RMS)
of the 3-h accumulated precipitation differences (here-
after RMS-RAIN) between the perturbed experiments
(i.e. T106ic, T106L, T106M, T106S) and CNTL averaged

0 5 10 15 20 25 30 35

106

107

Time (hour)

T106ic
T106Ls
T106Ms
T106Ss

(c)
0 5 10 15 20 25 30 35

105

107

D
T

E
 (

m
2 s−2

)

T106ic
T106bc
C30KM

Time (hour)(a)
0 5 10 15 20 25 30 35

106

107

Time (hour)(b)

T106ic
T106L
T106M
T106S

Figure 8. The time evolution of the domain-integrated difference total energy (DTE, m2 s−2) between CNTL and experiments (a) T106ic, T106bc
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Figure 9. (a) The time evolution of the root-mean-square difference of 3-h accumulated precipitation (mm) between CNTL and experiments
T106ic, T106L, T106M, T106S averaged over domain 1 (D1) from 00 : 00 UTC 20 to 12 : 00 UTC 21 July 1998; (b) as in (a) but averaged over
the small rectangular box near Wuhan (denoted in Figure 1(a)); (c) the power spectra of the 3-h (grey) and 24-h (black) accumulated precipitation
difference (mm2) between CNTL and the above four experiments valid at the 24- and 36-h forecast times, respectively; (d) the power spectra
of DTE (m2 s−2) between CNTL and the above four experiments at 0 h (grey) and 36 h (dark), respectively. The thick curves in (c–d) denote

the corresponding full spectrum in CNTL.

over the entire D2 and the rectangular box (small box in
Figure 1(a)) around Wuhan are shown in Figure 9(a)–(b)
respectively. The 3-h RMS-RAIN error by T106M and
T106S were similar over D2, a result that is consis-
tent with the 24-h accumulated precipitation differences
shown in Figure 5. Both T106M and T106S exhibited
15–30% smaller error than that of T106L and T106ic
for the first 24-h simulation, but the amplitude of their
errors converged to a similar value at 36 h (Figure 9(a)).
On the other hand, the 3-h RMS-RAIN error in the box
around Wuhan was comparable in magnitude after 18 h
in all four experiments (Figure 9(b)). This corresponds to
the time right before the onset of the peak precipitation
in this area (Figure 2). Since the large forecast error of
precipitation over the Wuhan area is a result of initial
condition uncertainties and is independent of their ini-
tial scale and amplitude, deterministic QPF for localized
heavy precipitation is exceptionally difficult.

From the spectral analysis of 3-h accumulated precip-
itation difference valid at 24 h and the 24-h accumulated
precipitation difference valid at 36 h (Figure 9(c)), it
was found that precipitation differences between these

experiments (T106ic, T106L, T106M and T106S) and
CNTL occurred mostly at scales between 200 and 600 km
and peaked at ∼400 km. In all experiments, the 3-h accu-
mulated precipitation errors valid at 24 h were saturated
at scales smaller than 400 km. Also, the precipitation dif-
ferences were increasingly large at larger scales. On the
other hand, the 3-h accumulated precipitation differences
valid at 36 h between all the experiments and CNTL were
quite similar at all scales (not shown). In terms of daily
accumulated precipitation forecast, the error energy of the
24-h accumulated precipitation differences valid at 36 h
between the above experiments and CNTL were very
similar and were all larger than the spectrum of the total
precipitation in CNTL at scales smaller than ∼400 km.
This implies a complete loss of predictability of pre-
cipitation at smaller scales. Again, the error at scales
larger than 400 km increased from smallest to largest,
respectively, in T106S, T106M, T106L and T106ic. The
error in all these experiments at the larger scales was
smaller than that of the total precipitation spectrum in
CNTL (implying the ability of prediction at these large
scales).
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The 500-hPa wind and temperature differences and the
3-h accumulated precipitation difference between these
experiments (T106ic, T106L, T106M and T106S) and
CNTL valid at 00 : 00 UTC 21 July (with a 24-h lead
time, i.e. the observed peak period of heavy precipitation
near Wuhan) are displayed in Figure 7. As with the
precipitation difference, the wind and temperature errors
for T106L and T106ic are comparable in magnitude. Both
are significantly larger in scale and magnitude than those
in T106M and T106S. It is worth noting that, unlike in
Zhang et al. (2006), the largest error in these sensitivity
experiments does not necessarily collocate directly with
the maximum precipitation difference.

To further quantify the error growth between exper-
iments with initial perturbations at different scales and
CNTL, the time evolution and spectral distribution of
the domain-integrated DTE were examined. In agree-
ment with the initial amplitude difference, the DTE
error in T106L (induced by truncated larger-scale per-
turbations) was smaller than that in T106ic (with initial
uncertainties in all scales) but was consistently larger
than that in T106M and T106S (induced by smaller and
intermediate-scale uncertainties) throughout the 36-h sim-
ulations (Figure 8(b)). Except for the first few hours, the
error growth rate of T106S, which has the smallest initial
amplitude, was significantly larger than that of T106M
and T106L for the first 24-h simulations. After 24 h,
the growth rates of these three experiments and T106ic
became very similar. By 36 h, the DTE error between
T106L and CNTL approached that between T106ic and
CNTL. This implies that the error growth due to larger-
scale initial uncertainties (in terms of the DTE amplitude)
is most significant. Nevertheless, the error growth due to
smaller or intermediate-scale initial uncertainties is also
quite significant at and beyond the 24-h forecast time
(Figure 8(b)).

Figure 9(d) also shows the spectral distribution of the
DTE error between each of the above three truncated
initial perturbation experiments and CNTL at 0- and
36-h forecast times. In all experiments, there was a
rapid initial error growth at the scales that are initially
truncated off (not shown). The error energy between
CNTL and T106L increases rapidly at smaller and
intermediate scales (<1200 km, scales at which errors
were truncated initially) but later approaches a level
of saturation. The error energy between CNTL and
T106M (T106S) also increases rapidly at larger and
smaller (larger and intermediate) scales for the first 24 h
(not shown). Between 12 and 24 h, the DTE spectra
between CNTL and these three experiments all approach
a level of saturation at scales smaller than 600 km, and
differences are increasingly larger at larger scales. It is
worth noting that there is a slight DTE error decrease
between T106L and CNTL at larger scales (>1200 km)
after 36-h integration. This is also the case for T106ic,
and could be a sign of weakening larger-scale instability
at the end of the simulations.

The similarity of the 36-h DTE difference between
T106L and CNTL to that between T106ic and CNTL

implies that improving the analysis at smaller to interme-
diate scales (<1200 km) would not significantly improve
the 36-h forecast accuracy at all scales. On the other
hand, despite apparent upscale error growth in T106M
and T106S, limiting errors to only intermediate or
smaller scales by reducing larger-scale initial uncer-
tainties may lead to significant improvement in larger-
scale (>1200 km) forecasts. Similar results were also
found by Tribbia and Baumhefner (2004), using the trun-
cated wavelength perturbation in a global-scale numerical
weather prediction model. However, even if the initial
analysis errors are very small and limited only to small
scales (<300 km) that are unavoidable with the current
observational networks, there will be forecast errors at all
scales that are comparable in magnitude (although still
smaller) to errors induced by larger-scale initial uncer-
tainties. The largest forecast error due to the small-scale,
small-amplitude initial condition uncertainty occurs at the
small to intermediate scales (300–1200 km). This has
significant impacts on heavy precipitation forecasts and
further implies the inherently limited predictability of this
heavy precipitation event.

5.3. Rescaled initial perturbations at different scales

The above subsection investigated the forecast sensitiv-
ity to realistic initial condition uncertainties at different
scales. However, these experiments have significantly dif-
ferent initial error amplitude because of the use of a
spectral decomposition using ad hoc critical wavelengths
for scale separation. This subsection examines the differ-
ences in error growth between experiments with initial
perturbations at different scales but with the same ampli-
tude (in terms of DTE). The initial perturbations of all
model prognostic variables in T106L (T106M, T106S)
were multiplied by the ratio of the initial root-mean DTE
(RM-DTE) between T106ic and CNTL to that between
CNTL and T106L (T106M, T106S). The rescaled ini-
tial perturbations in experiments ‘T106Ls’, ‘T106Ms’ and
‘T106Ss’ thus will all have the same initial amplitude as
T106ic in terms of DTE.

Figure 10(a)–(b) shows the evolution of the RMS dif-
ference of the 3-h accumulated precipitation in these
experiments with rescaled perturbations averaged respec-
tively over D2 and the rectangular box around Wuhan.
Compared with the precipitation difference in T106L,
T106M and T106S, the RMS errors of the 3-h accu-
mulated precipitation in T106Ls, T106Ms and T106Ss
became similar to each other and to T106ic as early
as 18 h. At earlier times (between 6 and 15 h), pre-
cipitation differences for T106Ls were largest, and they
were smallest for T106Ms (Figure 10(a)). This is also
generally true for RMS-RAIN over the heavy precipi-
tation area around Wuhan (Figure 10(b)). The spectral
analyses of the 3-h accumulated precipitation difference
valid at 24 h and the 24-h accumulated precipitation dif-
ference valid at 36 h (Figure 10(c)) further show that
the precipitation forecast differences are not only sim-
ilar in magnitude (Figure 10(a)–(b)), but they are also
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quite similar in scale. The experiments with initial per-
turbations at smaller scales (T106Ss, T106Ms) still have
smaller errors at larger scales (>1200 km) but the differ-
ence is much smaller than those of T106S and T106M.
The 3-h accumulated precipitation errors valid at 24 h in
all experiments exceed the spectral energy of the total
CNTL precipitation at scales below ∼600 km while the
24-h accumulated precipitation errors valid at 36 h satu-
rates at scales below ∼500 km (Figure 10(c)). This indi-
cates a complete loss of predictability at these scales.
These results suggest that larger initial errors, even at
smaller scales, can be detrimental to the QPF forecast.

As for the precipitation forecast difference discussed
above, the domain-integrated DTE error between the
rescaled-perturbation experiments and CNTL was also
very similar in amplitude throughout the simulation
(Figure 8(c)). The spectral analyses of the DTE at the
initial and 36-h forecast times show that the error energy
in all rescaled-perturbation experiments has a rapid initial
growth at the scales which are initially truncated off
(as in the experiments described in Section 5.2) but a
drop of varying degrees at the scales of the initial peak
spectra (not shown). At 36 h, the DTE spectra at all scales
were similar to that between T106ic and CNTL, and
all had apparent error saturation at scales smaller than

300 km after 24 h of simulation. The DTE evolution and
spectral analyses further demonstrate the significance of
smaller-scale but large-amplitude initial perturbations to
the short-range mesoscale forecasts.

6. Sensitivity to random, idealized initial
perturbations

The previous section examined the impacts of initial
perturbations at different scales and amplitudes on the
mesoscale predictability of this extreme precipitation
event. These uncertainties originated from using different
global analyses as initial analyses and are quite real-
istic in current operational systems. They thus demon-
strate a practical limit of predictability on our short-range
mesoscale forecast (Zhang et al., 2006). To further exam-
ine the forecast sensitivity to the scales and amplitudes of
the initial perturbations, two forms of idealized, random
perturbations with different amplitudes are used in this
section.

6.1. Idealized perturbations with realistic initial
amplitude

Experiment ‘BAL’ uses the initial perturbation fields
derived from the larger-scale and balanced background
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error covariance of the MM5 3Dvar system (Barker et al.,
2004). The balance between mass and wind increments
is achieved via a geostrophically and cyclostrophically
balanced pressure perturbation from the wind analysis
increments. A statistical regression is used to ensure the
balance is used only where it is appropriate (Barker
et al., 2004). The amplitude of the initial perturbations
in BAL is scaled to match the difference between T106ic
and CNTL in terms of DTE. Experiment ‘UNB’, which
contains the same initial DTE amplitude as that in
BAL, uses mostly smaller-scale and unbalanced ‘grid-
point’ Gaussian noise in the initial temperature and wind
fields (Zhang, 2005). The temperature and wind fields,
respectively, have standard deviations of 1.225 K and
2.45 m s−1 throughout the model domain.

Since BAL uses the same amplitude perturbation as
T106Ls, which is also perturbed mostly at larger scales,
the domain-integrated DTE error in BAL (Figure 11(a))
and its spectral distribution (Figure 12(d)) are very simi-
lar to those in T106Ls (Figures 8(c) and 10(d)) through-
out the entire simulation period. Since the error evolution
resulting from the idealized and random perturbations in
BAL is similar to that in T106Ls, the results of T106Ls
can be generalized using the rescaled and filtered large-
scale perturbation.

While UNB used perturbations concentrated at smaller
scales with the same amplitude as those in T106Ss,
after the initial time its domain-integrated DTE error
(Figure 11(a)) and spectral distribution (Figure 12(d))
were very similar to those in T106S (Figures 8(b)
and 9(d)) instead of T106Ss (Figures 8(c) and 10(d)).
This discrepancy arises because the use of purely random
grid-point noise introduces excessive perturbation energy
(much larger than the total energy at these scales) at the
smallest resolvable scales in UNB. This excessive amount
of unbalanced perturbation energy at smaller scales is
quickly removed by model diffusion and/or geostrophic
adjustment (see Snyder et al., 2003; Zhang, 2005). Thus

the effective perturbation amplitude of UNB (and subse-
quent evolution) is indeed more similar to T106S than
to T106Ss. While Figure 10(d) shows that T106Ss also
exhibits some excessive initial perturbation energy at the
smallest scale, these perturbations are much less pro-
nounced than those in UNB.

Figure 13(a)–(b) shows the 24-h accumulated precipi-
tation simulated by the above two idealized-perturbation
experiments and the corresponding differences from
CNTL. The maximum 24-h accumulated precipitation
difference between BAL (UNB) and CNTL is 107 (90)
mm near Wuhan. This is slightly smaller than that
between T106Ls (T106S) and CNTL and is consis-
tent with the DTE evolution. The RMS-RAIN between
BAL (UNB) and CNTL (Figure 12(a)–(b)) is very
similar to that between T106Ls (T106S) and CNTL
(Figures 10(a)–(b) and 9(a)–(b)) in both magnitude and
evolution. The spectrum of the 3-h (24-h) accumu-
lated precipitation difference between BAL (UNB) and
CNTL (Figure 12(c)) valid at 24 h (36 h) is also simi-
lar in distribution and comparable (slightly smaller) in
magnitude to that between T106Ls (T106S) and CNTL
(Figures 10(c) and 9(c)). Consistent with the precipita-
tion difference and DTE evolution, the magnitudes of
the 500-hPa wind, temperature and the 3-h accumulated
precipitation differences between BAL (UNB) and CNTL
valid at 24 h are also similar to those between T106Ls
(T106S) and CNTL.

6.2. Smaller-amplitude idealized perturbations

Experiments ‘BAL27%’, ‘BAL9%’ and ‘BAL3%’
(‘UNB27%’, ‘UNB9%’ and ‘UNB3%’) were performed
identically to BAL (UNB), but their initial perturbation
amplitudes in terms of RM-DTE were respectively
rescaled to 27%, 9% and 3% of that between BAL (UNB)
and CNTL. UNB27%, UNB9% and UNB3% only use
the ‘grid-point’, Gaussian noise in the initial temperature
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field with respective standard deviations of 0.6, 0.2 and
0.07 K.

The maximum 24-h accumulated precipitation differ-
ence between BAL27%, BAL9%, BAL3%, UNB27%,
UNB9%, UNB3% and CNTL decreased (though not lin-
early) with the decrease in initial perturbation ampli-
tude. The 24-h accumulated precipitation simulated by
BAL3%, UNB3% and the corresponding differences
from CNTL are shown in Figure 13(c)–(d). As for the
particular area near Wuhan, the maximum 24-h accumu-
lated precipitation difference induced by smaller-scale,
unbalanced perturbations was larger than that induced
by larger-scale, balanced perturbations. For example, the
maximum 24-h accumulated precipitation difference near
Wuhan between UNB27% (UNB9%) and CNTL was
∼129 (80) mm. This is obviously larger than that between
BAL27% (BAL9%) and CNTL, which was ∼68 (42)
mm. The above differences are all smaller than the
maximum 24-h accumulated precipitation difference of
∼150 mm between T106ic and CNTL, but they are still
quite significant when compared with the observation
maximum (286 mm). There was a further decrease in
the amount of 24-h accumulated precipitation difference
between BAL3% (UNB3%) and CNTL.

The evolutions of the RMS-RAIN difference in exper-
iments BAL3% and UNB3% averaged over D2 and the
rectangular box around Wuhan are respectively shown
in Figure 12(a)–(b). The average D2 RMS-RAIN error
induced by the larger-scale, balanced perturbations is
always larger than that induced by the same-amplitude,
smaller-scale, unbalanced perturbations during the peak
precipitation period (from 21 to 27 h). However, the
RMS-RAIN error is similar in amplitude at 36 h, espe-
cially for smaller-amplitude, initial-perturbation experi-
ments (Figure 12(a)). Interestingly, for the boxed area

near Wuhan (Figure 12(b)), RMS-RAIN induced by
larger-scale, balanced perturbations is generally smaller
than that induced by same-amplitude, smaller-scale,
unbalanced perturbations (with the exception of UNB3%
and BAL3% from 15 to 18 h and from 21 to 27 h). This
is consistent with the maximum 24-h accumulated pre-
cipitation difference near Wuhan which was discussed
above. The spectra of the 3-h (24-h) accumulated pre-
cipitation difference valid at 24 h (36 h) between CNTL
and these ideally perturbed experiments (Figure 12(c))
are concentrated at the scales between 100 to 400 km
and peak at ∼150 km. The distributions are similar at
different scales, and the magnitudes also increase with
the initial perturbation amplitude.

The 500-hPa wind, temperature and 3-h accumulated
precipitation differences between experiments BAL3%
(UNB3%) and CNTL valid at 24 h are shown in
Figure 14(c)–(d). Generally, larger (amplitude or scale)
initial perturbations result in larger-magnitude wind and
temperature differences. This further supports the find-
ings from using realistic initial perturbation experi-
ments examined in Sections 5.1–5.3. However, when the
initial perturbation amplitude becomes sufficiently small,
the forecast errors resulting from larger-scale, balanced
and from smaller-scale, unbalanced initial perturbations
with the same amplitude become very similar in both
scale and amplitude (Figure 14(c)–(d)). For example, the
maximum 500-hPa initial temperature perturbations in
BAL9% and UNB9% are approximately 0.1 and 0.2 K
(not shown). This is far beyond the accuracy of cur-
rent observational networks. After 24 h of simulation
(not shown), the 500-hPa errors in both BAL9% and
UNB9% increase significantly to a maximum magnitude
of ∼2.0 K for temperature and ∼3.0 m s−1 for wind. The
maximum 3-h accumulated precipitation difference inside
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(c) BAL3%-CNTL

(a) BAL-CNTL (b) UNB-CNTL

(d) UNB3%-CNTL

Figure 14. As in Figure 7 but for experiments (a) BAL, (b) UNB, (c) BAL3% and (d) UNB3%.
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the boxed area near Wuhan valid at 24 h is greater than
40 mm in both experiments. This is significant compared
with the observed 3-h accumulated precipitation maxi-
mum of 150 mm. Slightly smaller sensitivities are also
found with even smaller initial perturbations in exper-
iments BAL3% and UNB3% (Figure 14(c)–(d)). These
idealized experiments with small-amplitude initial pertur-
bations at different scales further demonstrate the diffi-
culty in the short-term prediction of this event and its
localized heavy precipitation.

In agreement with the 500-hPa wind and temper-
ature differences, the DTE error in experiments with
larger-scale, balanced perturbations is larger than that
in experiments with same-amplitude but smaller-scale,
unbalanced perturbations (Figure 11(a)). The differences
decrease with the decrease in initial perturbation ampli-
tude and with the increase in simulation time. For exam-
ple, the DTE errors in BAL3% and UNB3% become
nearly the same after 18 h. The DTE errors in BAL27%
and UNB27% become similar after 24 h, but the dif-
ference between BAL and UNB persists throughout the
36-h simulations (Figure 11(a)). Except for during the
first few hours, the smaller-amplitude perturbation exper-
iments also have faster error growth. These findings
suggest that error growth in experiments with larger-
scale, balanced initial errors is more linear than that with
smaller-scale, unbalanced initial perturbations. It further
demonstrates that, when the overall initial uncertainties
are large, reducing initial errors at larger scales may lead
to a significantly larger improvement in forecast, espe-
cially at larger scales (>1200 km). However, reducing
errors at smaller scales would not significantly improve
the 36-h forecast accuracy at all scales. This is further evi-
denced through examination of the DTE error spectra in
these experiments (Figure 12(d)). Except for a decrease
at the smallest resolvable scales for UNB27% and to a
lesser degree in UNB, the DTE error in these experi-
ments grows at all scales. Moreover, the DTE error in
BAL27% (BAL9% and BAL3%) at scales smaller than
1000 km become similar to that of UNB27% (UNB9%
and UNB3%) (e.g. Figure 12(d)).

6.3. ‘Fake-dry’ experiments

Nine ‘fake-dry’ experiments (‘dryCNTL’, ‘dryBAL’,
‘dryUNB’, ‘dryBAL27%’, ‘dryUNB27%’, ‘dryBAL9%’,
‘dryUNB9%’, ‘dryBAL3%’ and ‘dryUNB3%’) were
identical to the full-moist experiments CNTL and BAL,
UNB, BAL27%, UNB27%, BAL9%, UNB9%, BAL3%,
UNB3% except that the diabatic heating and cooling from
moist processes was turned off.

Figure 11(b) shows that error growth in all fake-dry
experiments is greatly reduced when compared with the
corresponding full-moist simulations with different initial
perturbations (refer to Figure 11(a)). This is evidence of
the strong dependence of error growth on moist dynamics
(and possibly convective instability). However, the differ-
ence in DTE error between fake-dry and full-moist exper-
iments with larger-scale, balanced initial perturbations

(dryBAL, dryBAL27%, dryBAL9% and dryBAL3% vs
BAL, BAL27%, BAL9% and BAL3%) was much smaller
than that with smaller-scale, unbalanced perturbations
(dryUNB, dryUNB27%, dryUNB9% and dryUNB3% vs
UNB, UNB27%, UNB9% and UNB3%). This implies
that the growth of smaller-scale unbalanced perturbations
depends more on moist dynamics. Spectral analysis of
the DTE error in the fake-dry experiments also shows
that the DTE induced by the larger-scale, balanced per-
turbations is larger than that induced by the smaller-scale,
unbalanced perturbations at all scales and that the error
growth is apparently more linear without the influence of
moist dynamics (not shown).

7. Discussion and conclusions

In this study, the impacts of initial condition errors on the
mesoscale predictability of a summertime heavy precipi-
tation event associated with the quasi-stationary Mei-Yu
front were explored through various sensitivity experi-
ments by using both realistic and idealized initial condi-
tion perturbations with different scales and amplitudes.
It was found that larger-scale, larger-amplitude initial
uncertainties generally led to larger forecast divergence
than those with smaller scales and amplitudes.

Although the mesoscale model simulations initialized
with ECMWF global analyses can reasonably depict the
evolution of the synoptic-scale environment with a 36-h
lead forecast time, there are still large variations between
different experiments (i.e. C30KM, T106ic and T106bc)
in the prediction of the mesoscale details and heavy pre-
cipitation of this event. The largest difference is found
when comparing the predicted 24-h accumulated precip-
itation in T106ic and CNTL. A 2D spectral decomposi-
tion method is further used to divide the initial differ-
ence between CNTL and T106ic into three wavebands
to be used as realistic perturbations at different scales.
Examination of the evolution and spectral distribution of
DTE indicates that larger-scale perturbations contribute
the most to the strong forecast divergence introduced by
using different initial data sources. However, the error
due to smaller- or intermediate-scale initial uncertainties
can also be quite significant beyond the 24-h forecast
time. In terms of the daily accumulated precipitation fore-
cast, the error energy spectra of the 24-h accumulated
precipitation differences valid at 36-h between CNTL and
the above three experiments is comparable to that of the
total precipitation at scales smaller than 500 km. This
implies a complete loss of predictability of precipitation
at these smaller scales. Moreover, there are even large
uncertainties in the deterministic forecast of localized or
station-wise heavy precipitation regardless of the initial
perturbation scale and amplitude. Experiments with ini-
tial perturbations at different scales that have been scaled
to the same amplitude as the difference between T106ic
and CNTL (in terms of DTE) suggest that larger initial
errors, even at smaller scales, can be detrimental to the
quantitative precipitation forecast.
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To generalize the results regarding the forecast sen-
sitivity to the scale and amplitude of the initial per-
turbations, two forms of idealized, random perturba-
tions (larger-scale, balanced perturbations versus smaller-
scale, unbalanced perturbations) with different ampli-
tudes are used. It is found that larger (amplitude or scale)
initial perturbations induce larger (magnitude) wind
and temperature differences. These idealized-perturbation
experiments further demonstrate that when the overall ini-
tial uncertainties are large, reducing initial errors at larger
scales may lead to significant improvement in forecasts,
especially at larger scales (>1200 km). Also, reducing
errors at smaller scales would not significantly improve
the 36-h forecast accuracy at any scales. However, the
errors induced by perturbations at different scales are
similar if the initial amplitude is sufficiently small. More-
over, examination of the evolution of RMS precipitation
error in a small area around Wuhan induced by these
idealized perturbations shows that even if the amplitude
of initial perturbations is very small, the predictability of
such heavy precipitation events is still very limited, espe-
cially for the short-term precipitation. Findings obtained
from the idealized-perturbation sensitivities experiments
are consistent with results obtained from earlier realistic
initial perturbation experiments.

It is worth noting that the current study only exam-
ined the mesoscale predictability of one Mei-Yu front
heavy precipitation event. However, since the case exam-
ined occurred in a typical Mei-Yu synoptic environment
and the observed heavy precipitation is typical for the
Mei-Yu front, while the error grows with the background
dynamics, especially moist convection, we believe that
the conclusions drawn from this study are generic to
this type of weather system. Moreover, the conclusions
drawn from this study are broadly consistent with sev-
eral previous studies (Zhang et al., 2003, 2006; Tan et al.,
2004) on this subject. It is also found that error growth
is strongly nonlinear. Smaller-amplitude initial errors,
which are far smaller than those of current observa-
tional networks, may grow rapidly and quickly saturate at
smaller scales. These errors subsequently grow upscale,
leading to significant forecast uncertainties at increasingly
larger scales. Moist convection is found to be the key to
the rapid error growth that leads to limited mesoscale
predictability. Error growth in the fake-dry simulations
is greatly reduced compared to that of the corresponding
moist simulations with initial perturbations at all ampli-
tude and scales. However, error growth of smaller-scale,
unbalanced initial perturbations is more sensitive to moist
processes than is error growth of larger-scale, balanced
perturbations. Complementary to the coarse-resolution,
larger-scale study of Tribbia and Baumhefner (2004), the
current study suggests that, while there is significant room
to improve forecast skill by improving forecast models
and initial conditions (especially the larger-scale compo-
nent), mesoscale predictability of such a heavy precipi-
tation event is inherently limited.
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