Sensitivity of Hail Precipitation to Ensembles of Uncertainties of Representative Initial Environmental Conditions From ECMWF
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Abstract The sensitivity of hail precipitation from an idealized hailstorm to realistic environmental uncertainties was investigated through ensembles of cloud-resolving simulations using the Weather Research and Forecasting model, with initial condition perturbations derived from the European Centre for Medium-Range Weather Forecasting (ECMWF) operational ensemble. The analyses revealed that hail precipitation rate was very sensitive to small initial environmental perturbations, particularly in thermodynamic variables. The hail precipitation rate was significantly positively correlated with perturbations to the initial potential temperature below 750 hPa and to water vapor mixing ratio above 750 hPa. These small initial perturbations led to subsequent substantial differences in hail precipitation as well as in characteristics of the parent storm (e.g., updraft velocity, diabatic heating, and microphysical processes), all of which play a key role in hail growth. The larger sensitivity of hail precipitation to thermodynamic rather than kinematic environmental initial condition perturbations persisted even when the magnitude of the perturbations was reduced to 10% of the realistic uncertainties derived from the ECMWF ensemble. In the ensemble with reduced-amplitude initial perturbations, there was still a moderately strong positive correlation between hail precipitation rate and the initial perturbations of the thermodynamic variables. However, these sensitivities were nonlinear, suggesting that the intrinsic predictability of hail precipitation rate may be limited, even when environmental uncertainties are reduced to 10%, 1.0 × 10^{-3}, and 1.0 × 10^{-5} of the currently realistic magnitude of initial condition uncertainty.

1. Introduction

The difficulty of convective storm predictability in numerical weather forecasts is becoming increasingly problematic as the damage caused by hailstorms intensifies across the world (e.g., Allen & Tippett, 2015; Guan et al., 2015; Punge & Kunz, 2016). Considerable efforts have been made to explore the predictability of severe storms (e.g., Flora et al., 2018; Weyn & Durran, 2017). Ensemble forecasting is now an important component of operational forecasting and is increasingly used at convection-permitting or even higher spatial resolutions (Miltenberger et al., 2018). Past studies have demonstrated the ability of storm-scale ensemble analyses to simulate severe storms (Flora et al., 2018; Potvin et al., 2017; Zhang et al., 2016). However, the critical initial perturbations contributing to variance in the simulated hail precipitation as well as the upper limit of practical predictability of hail remains particularly challenging (Snook et al., 2016), especially in ensemble simulations of hailstorms.

In recently published papers, the predictability and various causes of the loss of predictability of other hazards related to severe storms, including tornadoes, heavy rainfall, severe convective winds, and tropical cyclones, have been quantified using ensemble simulations (Durran & Weyn, 2016; Emanuel & Zhang, 2017; Fernández-González et al., 2017; Flora et al., 2018; Miglietta et al., 2016, 2017; Munse et al., 2017; Nielsen & Schumacher, 2016; Weyn & Durran, 2017, 2018; Zhang et al., 2015, 2016; Zhang & Tao, 2013). For example, the practical and intrinsic predictability of a tornadic supercell have been explored from the perspective of convection initiation time, which was strongly modulated by the evolution of the planetary boundary layer, and local topography (Zhang et al., 2015, 2016). Miglietta et al. (2016, 2017) found that due to orography, large-scale forcing and model initialization time had a substantial impact on rainfall in a supercell and that its predictability can be extended when topographic features are responsible for convection initiation. The impact of initial condition uncertainty on the ensuing forecasts of supercells was evaluated using a perfect
model assumption (Flora et al., 2018). Predictability was substantially limited by forecast storm location uncertainty and ensemble bifurcations in forecast storm intensity. However, direct prediction of hail has received relatively little attention due to the challenges involved in numerical weather prediction, model treatments of convective storms, and microphysical parameterizations (Dennis & Kumjian, 2017; Morrison et al., 2009; Snook et al., 2016). For example, the evolution of a hail-producing convective storm can occur over time scales as small as minutes, necessitating small time steps. Hail in numerical models is treated in bulk using parameterization schemes (e.g., Morrison & Milbrandt, 2011), which are incapable of explicitly simulating hail sizes and instead only predict bulk moments of the hail size distribution. Further, some microphysical processes important for hail (e.g., wet growth, sedimentation, and melting) are not adequately treated by such schemes. In addition, the different kinds of physical schemes need to be well matched with the predicted motion and intensity of the convective storms (Snook et al., 2016). The predictability of hail is also limited by the estimation of the uncertainty in atmospheric state, which truly is the initial condition uncertainty. This has been less extensively studied with the necessary ensemble perturbations. Small initial condition errors can lead to vastly different intensity forecasts due to the presence of moist convection (Zhang & Sippel, 2009; Zhang & Tao, 2013), which suggests that, at least for some storms, the intensity forecasts may be of intrinsically limited predictability.

Weyn and Durran (2017) discussed uncertainties, recast as the "butterfly effect" (Lorenz, 1969), and proposed that certain deterministic systems in the atmosphere have a finite range of predictability that cannot be extended by reducing the magnitude of initial condition errors to any value greater than zero. However, the system needs to be small in scale for the initial condition errors to constrain the intrinsic predictability of the atmosphere (Weyn & Durran, 2017). Reducing the amplitude of the initial condition errors can improve predictability lead times, but this improvement diminishes with further reductions in the error amplitude. This suggests a limit to the intrinsic predictability of mesoscale convective systems, which are often thought to be particularly effective at transferring small-scale perturbations to larger scales (Weyn & Durran, 2017; Zhang et al., 2006). In Zhang et al. (2016), a tornadic supercell’s intrinsic predictability limit was found to be 3–6 hr using an ensemble generated from small-magnitude perturbations. Substantial reductions in the forecast spread of the supercell structure were found in sensitivity simulations by Flora et al. (2018) that reduced the magnitude of spread of their original initial conditions. However, relatively few studies have paid attention to the uncertainties in forecasts of high-impact hazards produced by supercells, including hail, and reduced initial condition errors have not yet been imposed on simulations of a hailstorm to examine the predictability of hail and compare it to the predictability of total precipitation. In past studies, ensembles were generated by shifting the initialization time (Miglietta et al., 2016; Zhang et al., 2015). By contrast, few studies have generated initial conditions from storm-scale ensemble analyses. Cintineo and Stensrud (2013) generated an ensemble with realistic perturbation magnitudes and structures from a 6-month composite of supercell environments onto a basic initial sounding for supercells to investigate practical predictability of the storm features. In contrast to this type of “climatological uncertainty,” however, a real-time ensemble perturbation from instantaneous initial condition uncertainty drawn from the prestorm environment, which we call “flow-dependent” uncertainty, has never been applied to an idealized storm to investigate its uncertainty. Flora et al. (2018) is one of the first studies to use storm-scale ensemble analyses as initial conditions to explore storm-scale predictability. Nevertheless, few studies pay attention to the uncertainty of high-impact hazards produced by supercells, including hail. The initial condition perturbations used in this study were derived from operational ensemble prediction systems from the European Centre for Medium-Range Weather Forecasting (ECMWF) model to provide realistic atmospheric perturbations (Molteni et al., 1996). Then, these are separated by type of perturbation (thermodynamic or kinematic) and coupled to idealized hailstorm simulations using the Weather Research and Forecasting (WRF) Model, version 3.7.1 (National Center for Atmospheric Research, 2015), to obtain higher resolution.

We assessed both practical and intrinsic predictability of hail precipitation rate using idealized ensemble hailstorm simulations. The details of the method used to generate perturbations in the ensembles and the experimental design are provided in section 2. In section 3, we present simulations in which the thermodynamic and kinematic initial condition perturbations were applied to isolate the sensitivity of ensemble forecasts of hail precipitation rate to uncertainties in the initial conditions. First, the leading effects of the initial perturbations were examined using the top 10 and bottom 10 members, ranked by hail
precipitation rate. Second, we explored the uncertainty in hail precipitation rate as well as number of grid points that experienced hail precipitation by producing several sets of ensembles using the original and reduced-magnitude initial condition perturbations. Section 4 is a discussion and conclusions of this work.

2. Ensemble Simulation Design

The advanced version of the WRF model version 3.7.1 (National Center for Atmospheric Research, 2015) was used for all simulations. We used the same model setup and physical configurations as in X. Li et al. (2017). The initial cloud condensation nuclei concentration was fixed at 700 mg \(^{-1}\) below 2 km above ground level and decreased exponentially to the model top; this cloud condensation nuclei profile is a typical continental distribution for this area (Duan et al., 2012; X. Li et al., 2017). All simulations were configured with 500-m horizontal grid spacing and 51 vertical levels. We used the National Severe Storms Laboratory 2-moment microphysics scheme (Mansell et al., 2010; Mansell & Ziegler, 2013) because of its more sophisticated treatment of hail growth processes than other schemes and the ability to provide realistic storm structures for this case (X. Li et al., 2017).

The prestorm environment was favorable for deep moist convection (X. Li et al., 2017), with sufficiently large values of convective available potential energy (CAPE) analyzed in the ECMWF ensemble mean ahead of a convergence line (Figure 1a), with strong southerly flow advecting in warm (Figure 1c), moist air. All simulations were initialized with the same reference idealized input sounding from 0600 UTC on 30 June 2013 (X. Li et al., 2017) at the location of the marker in Figure 1. This was treated as the control member state. In part, this sounding was chosen for the base state because there was no observed representative sounding available for this case and because it has much higher vertical resolution than has the ECMWF ensemble (which only has eight vertical levels available). However, the ECMWF ensemble allows for assessment of the environmental variability around the location of the hailstorm: The standard deviation of CAPE for the 50 ensemble members was >250 J/kg (Figure 1b), and the standard deviation of the surface air temperature was about 1.0 K (Figure 1d).

A key benefit of using ensembles is that they provide more complete information regarding the possible uncertainty in the atmospheric state than can be constructed using a single forecast. Ensemble perturbations from the 0-hr forecast ECMWF operational 50-member ensemble were used to simulate the impact of realistic uncertainties in real-time initial conditions on hail precipitation from an idealized storm simulation. Ensembles from the ECMWF include perturbations of the initial conditions that are based on the assertion that the main source of model errors (i.e., the unstable growth of representative initial errors) occurs at mid-latitudes (Molteni et al., 1996). These ensemble members have horizontal grid spacing of 0.5° × 0.5°, with eight vertical levels on isobaric surfaces.

To generate instantaneous initial ensemble input soundings, we took the difference in vertical profiles of potential temperature, water vapor mixing ratio, and U- and V-wind components between each of the 50-member ECMWF ensemble and the ensemble mean for the model grid point closest to the observed hailstorm location and at the time of 0000 UTC on 30 June 2013, just prior to its formation (Figure 1; see X. Li et al., 2017, for details of the observed storm). Then, these 50 profiles of differences were interpolated to the control input sounding height levels and added to the control input sounding to obtain 50 initial perturbed soundings, named EC_All. The across-ensemble variability of the CAPE for the initial ensemble soundings (about 290 J/kg) had a similar magnitude to the environmental variability and much less than one fourth of the ensemble mean (which was >1,200 J/kg; see Table 1).

Use of this type of perturbation, which we call flow-dependent uncertainty, differs from the climatological uncertainty used by Cintineo and Stensrud (2013). In that paper, perturbations were obtained from supercell environments taken over a 6-month period preceding the event. In contrast, here we focus on the sensitivity of hail precipitation to the real-time uncertainty of the atmospheric state for a given event. The magnitudes of the perturbations were much smaller than the mean of the 50 members (Figure 2) and are comparable to 1-hr forecast error in Cintineo and Stensrud (2013). For example, the maximum standard deviation of water vapor mixing ratio perturbations was <1.0 g/kg, or only about 10% of the maximum mean value (cf. Figures 2a and 2c), and the maximum standard deviation of total wind speed perturbations was <1.5 m/s, which is much less than the mean wind speed (cf. Figures 2b and 2d). These standard deviations provided
realistic and vertically systematic perturbations, at least as determined from the ECMWF. Note that we choose to perform the analysis using the wind speed magnitude and vertical wind shear rather than U- and V-components of the wind individually because the former are both Galilean invariant. The total wind speed was calculated by the absolute value of the vector wind and wind shear was calculated by the absolute value of vector wind at any altitude minus the surface wind. We conducted additional simulations isolating the thermodynamic (potential temperature and water vapor mixing ratio) and kinematic (total wind speed and vertical wind shear) perturbations individually to assess the main factors contributing to the uncertainties in hail precipitation, named EC_TQ and EC_UV, respectively.

**Figure 1.** (a) Ensemble mean convective available potential energy (CAPE; in J/kg), (b) standard deviation of CAPE (in J/kg), (c) ensemble mean of surface air temperature (in K), and (d) standard deviation of surface air temperature (in K) for the 50 European Centre for Medium-Range Weather Forecasting ensemble analyzed members from 0000 UTC on 30 June 2013. The marker shows the location of the control sounding (X. Li et al., 2017). Vectors represent the (a and c) ensemble mean and (b and d) ensemble spread (Std. U + Std. V) of 10 m above ground level wind.

<table>
<thead>
<tr>
<th>Ensemble</th>
<th>CAPE (J/kg)</th>
<th>Average</th>
<th>Standard deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>EC_All</td>
<td>1,276</td>
<td>291</td>
<td></td>
</tr>
<tr>
<td>EC_10%All</td>
<td>1,260</td>
<td>30</td>
<td></td>
</tr>
</tbody>
</table>

**Table 1**

Ensemble Mean and Ensemble Spread of the Convective Available Potential Energy (CAPE) From the Sets of EC_All and EC_10%All
These original initial condition perturbations are representative of practical predictability. However, the intrinsic predictability of hail precipitation remained unclear, so it was necessary to investigate if reducing the magnitude of these initial condition perturbations would linearly reduce the uncertainty of the hail precipitation rate. Previously, Flora et al. (2018) found a nonlinear response when reducing initial condition uncertainty in an ensemble of supercell simulations. The same three sets of simulations described above were repeated, but with the initial ensemble perturbations reduced to 10% of their original magnitudes to investigate the intrinsic predictability limit of hail precipitation. These 50-member ensemble simulations are named EC_10%All, EC_10%TQ, and EC_10%UV, respectively. Further, to investigate the uncertainty of hail precipitation and its intrinsic predictability limit under even much small initial condition perturbations, we ran two additional simulations with the original perturbation magnitude reduced to $1.0 \times 10^{-3}$ and $1.0 \times 10^{-5}$ of the original perturbation, named EC_10^{-3}All and EC_10^{-5}All, respectively.

Figure 2. Vertical profiles of (a, b) means and (c, d) standard deviations for (a, c) thermodynamics variables (mixing ratio of water vapor [blue] and potential temperature [red]) and (b, d) kinematic variables (wind shear [blue] and total wind speed [red]) from the 50 European Centre for Medium-Range Weather Forecasting members. Wind shear was calculated as the difference between the vector wind at any altitude and the vector wind at the ground.
3. Results

To examine the sensitivity of realistic initial condition perturbations to simulated hail precipitation rate, we began with the EC_All ensemble. The evolution of ensemble means and their standard deviations of simulated composite radar reflectivity factor, hail precipitation rate, and total precipitation rate for EC_All are presented in Figure 3. The ensemble mean had the classic behavior of a supercell during its mature stage, featuring a southeastward movement (right of the mean wind). The ensemble mean total precipitation in excess of 0.005 mm/hr first appears at 30 min and increased substantially from 40 to 50 min, whereas the ensemble mean hail precipitation rate in excess of 0.002 mm/hr appears later, with its extension and intensity being much smaller than that of total precipitation. The maximum standard deviation of simulated composite radar reflectivity was about 16 dBZ, confined mainly to the edges of the ensemble mean centroid (indicating some spread in storm location). The standard deviations of hail and total precipitation rates reached their peak values of about 1.0 and 12 mm/hr, respectively, near the hailstorm center, which implies a considerable ensemble spread for hail and a relatively small ensemble spread for total precipitation compared to their ensemble means.

To investigate the sensitivity of hail precipitation rate to initial thermodynamic and kinematic perturbations, correlations between both the surface hail and total precipitation rates and the initial sounding throughout the vertical levels were calculated (Figure 4). The increase in the hail precipitation rate was strongly correlated with thermodynamic factors, including an increase in potential temperature at the surface with a decrease above 750 hPa (Figure 4a). A strong positive correlation was found for hail rate and the water vapor mixing ratio between 750 and 600 hPa during the mature stage (40–60 min) of the hailstorm (Figure 4c).
Figure 4. Time-height plots showing the correlations between each initial sounding factor (a and b, potential temperature; c and d, water vapor mixing ratio; e and f, total wind speed; and g and h, wind shear) and the (left) domain mean hail precipitation rate and (right) total precipitation rate among the 50 members of the EC_All ensemble. The black dots represent a significance level above 95%.
However, the kinematic perturbations exhibited different and relatively weak correlations, including some negative correlations with total wind speed below 750 hPa and above 600 hPa after 40 min, as well as positive correlations with low-level wind shear that became negative from 750 to 600 hPa (Figures 4e and 4g). There was a similar pattern in the significant correlations with the surface total precipitation rate, as shown in the

Figure 5. Time series of mean surface (a) hail precipitation rate and (b) total precipitation rate for each member of the 50 EC_All runs. The members with the top 10 largest hail precipitation rate (Top10) are marked by the red lines, whereas the bottom 10 members (Bottom10) are marked by the blue lines. The Middle30 members are marked by the gray lines. The average was calculated for a region where hail precipitation rate was greater than 0 mm/hr. The group members in the Top10 and Bottom10 groups for total precipitation rate are the same as those for hail precipitation rate.

However, the kinematic perturbations exhibited different and relatively weak correlations, including some negative correlations with total wind speed below 750 hPa and above 600 hPa after 40 min, as well as positive correlations with low-level wind shear that became negative from 750 to 600 hPa (Figures 4e and 4g). There was a similar pattern in the significant correlations with the surface total precipitation rate, as shown in the

Figure 6. Vertical profiles of the differences for the top 10 members (red line) and the bottom 10 members (blue lines) for each of the four initial sounding factors. The differences represent the mean of top 10 or bottom 10 minus the mean of 50 members in EC_All for the initial time. The shaded regions indicate ±1 standard deviation.
right panels of the figure. Increases in precipitation are even more strongly correlated with increasing of moistening between 750 and 600 hPa than are the increases in hail (Figures 4c and 4d), which we speculate is because increases in moisture likely reduce the entrainment of dry air, strengthening the overall storm. The correlation of the total precipitation rate with thermodynamic factors is stronger and longer lasting than the correlation with kinematic factors. This suggests that, unsurprisingly, the increase in potential temperature at the surface and the decrease in higher layers (i.e., destabilization of the troposphere) and accompanying increase in humidity above 750 hPa were favorable for increased storm intensity and thus precipitation production. The resulting larger amount of available supercooled liquid water (e.g., Kumjian et al., 2012) would be favorable for increased hail production.

In each EC_All member simulation, the conditionally averaged hail precipitation (averaged for regions where hail precipitation rate was >0 mm/hr) had a similar evolution, mostly starting after 20 min with increasing and maximum values from 30 to 60 min. This behavior was captured by the ensemble mean, as well (Figure 5, black curve). However, the members displayed considerable spread in peak values of hail precipitation rate. The members in the EC_All set were separated into Top10 (i.e., those with the top 10 largest hail precipitation rates), Bottom10 (those with the 10 smallest hail precipitation rates), and Middle30 groups (those with the 30 middle hail precipitation rates; Figure 5a, red, blue, and gray lines, respectively). We focus

Table 2

Results From Paired-Samples t Tests for the Mean of Variables in Figures 7–9, Including the Correlation of Top10 and Bottom10 and the Differences Between Top10 and Bottom10, Where p < 0.1 Represent a Significant Result Over 90% Significance Testing

<table>
<thead>
<tr>
<th>Variable</th>
<th>Top10 and Bottom10</th>
<th>Top10 – Bottom10</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Correlation coefficient</td>
<td>p for correlation</td>
</tr>
<tr>
<td>Updraft velocity</td>
<td>0.898</td>
<td>0.000</td>
</tr>
<tr>
<td>Microphysical latent heating</td>
<td>0.952</td>
<td>0.000</td>
</tr>
<tr>
<td>Qcloud</td>
<td>0.995</td>
<td>0.000</td>
</tr>
<tr>
<td>Qrain</td>
<td>0.985</td>
<td>0.000</td>
</tr>
<tr>
<td>Qice</td>
<td>0.726</td>
<td>0.000</td>
</tr>
<tr>
<td>Qsnow</td>
<td>0.940</td>
<td>0.000</td>
</tr>
<tr>
<td>Qgraupel</td>
<td>0.960</td>
<td>0.000</td>
</tr>
<tr>
<td>Qhail</td>
<td>0.881</td>
<td>0.000</td>
</tr>
<tr>
<td>Vapor deposition</td>
<td>0.859</td>
<td>0.000</td>
</tr>
<tr>
<td>Cloud collection</td>
<td>0.896</td>
<td>0.000</td>
</tr>
<tr>
<td>Rain collection</td>
<td>0.942</td>
<td>0.000</td>
</tr>
<tr>
<td>Ice collection</td>
<td>0.740</td>
<td>0.000</td>
</tr>
<tr>
<td>Snow collection</td>
<td>0.828</td>
<td>0.000</td>
</tr>
<tr>
<td>Graupel conversion</td>
<td>0.844</td>
<td>0.000</td>
</tr>
</tbody>
</table>
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on hail precipitation rate because it proved meaningful for comparing numerical simulations (M. Li et al., 2017). Each group represents a quintile of the ensemble; quintiles are used here to exemplify the range of uncertainties and to determine the underlying factors that drive the divergence of the two extreme quintiles (e.g., Munsell & Zhang, 2014). The strongest 10 hail precipitation-producing members are not exactly the same as the strongest 10 total precipitation-producing members (Figure 5b), where many storms in the Middle30 produce total precipitation amounts similar to those of the Top10 and a few of the Bottom10 members create total precipitation amounts close to the ensemble mean. Nevertheless, the Top10 and Bottom10 members tend to somewhat above, and well below, the ensemble mean of total precipitation rate (Figure 5b). The peak average hail rates in the Top10 group were all >0.3 mm/hr, whereas those in the Bottom10 group were all <0.03 mm/hr (Figure 5a), indicating a substantial difference between the two groups.

Figure 8. Same as Figure 7, but for the domain-averaged mixing ratios of the six hydrometeors: (a) cloud, (b) rain, (c) ice, (d) snow, (e) graupel, and (f) hail.
Figure 6 shows the perturbations for the Top10 and Bottom10 groups. The Top10 members had a more unstable potential temperature profile, with greater moisture content than the Bottom10 members. In addition to hail precipitation rate, substantial differences between the Top10 and Bottom10 member simulations are also found in the parent storms themselves. We compared the simulated updraft velocity and the diabatic heating from microphysical processes (condensation, deposition, and freezing of liquid water) between the Top10 and Bottom10 groups; the differences between the two groups were considerable throughout the vertical profile (Figure 7), indicating that these properties were significantly affected by the small initial condition perturbations. The updraft velocity from the surface to the top of the hailstorm in the Top10 group was significantly different from that in the Bottom10 (Table 2), although the spread of values was similar between the groups. The ensemble mean reached a large peak updraft speed of >30 m/s in the Top10

Figure 9. Same as Figure 7, but for six domain-averaged microphysical processes that contribute to increased hail mass, including (a) vapor deposition onto hail, (b) collection of cloud droplets by hail, (c) collection of rainwater by hail, (d) collection of ice crystals by hail, (e) collection of snow by hail, and (f) conversion of graupel to hail.
group at a height of about 300 hPa, whereas it was about 25 m/s at a lower height of about 400 hPa in the Bottom10 group. The maximum updraft accelerations in Figure 7a are maximized well below the level of diabatic heating shown in Figure 7b, which could be largely a result of strong horizontally localized latent heating around 500–600 hPa. There was also a clear distinction in diabatic heating profiles, with almost no overlap between the two groups, with the Top10 group significantly greater than the Bottom10 group throughout all vertical layers of the hailstorm. In the Top10 group, there was a sharp peak in heating above 300 hPa, corresponding to homogeneous freezing of liquid droplets. As discussed in the next paragraph, this is also related to simulated hail production.

To elucidate the microphysical mechanisms by which hail precipitation rate is affected by small perturbations in the initial conditions, the differences in six kinds of hydrometeors and six hail-increasing processes between the Top10 and Bottom10 groups were also examined (Figures 8 and 9). Small perturbations resulted in tremendous differences between the two groups, with the mixing ratios of all six hydrometeors indicating that they were much more abundant in the Top10 group than in the Bottom10 group (Table 2), although there was an overlap for standard deviation of snow mixing ratio above 400 hPa. The perturbations in the Top10 group led to an enhanced warm-cloud process as evidenced by increased cloud droplet mass (Figure 8a), and, to some extent, raindrop mass (Figure 8b), and also to an enhanced cold-cloud process (Figures 8b–8f). The domain-averaged cloud liquid mixing ratio was almost four times that of the Bottom10 group, with a peak difference in concentration around 500 hPa (Figure 8a), whereas for rain the difference was more than fivefold at low levels (Figure 8b), indicating a larger production of ice and subsequent melting. Because the group members that were in the Top10 and Bottom10 groups for hail precipitation rate are not the same as those in the Top10 and Bottom10 groups for total precipitation rate, the difference of magnification between the Top10 and Bottom10 groups for rain is smaller than that for hail (Figures 8b and 8f). The differences for rainwater in Figure 8b between the Top10 and Bottom10 groups are still obvious since the strongest and weakest hail precipitation-producing members are well above or below the ensemble mean. The large increase in cloud droplet and raindrop mass above the 0 °C level

Figure 10. Time series of the (left) ensemble mean and (right) ensemble spread of the domain-averaged (a and b) surface hail precipitation rate and (c and d) total precipitation rate for the 50 runs of EC_All, EC_TQ, EC_UV, EC_10%All, EC_10%TQ, and EC_10%UV.
resulted in a remarkably enhanced riming of hail, including the collection of cloud droplets and rainwater (Figures 9b and 9c), which are the main microphysical processes responsible for hail growth. Additionally, the increased riming rates led to much larger mass of graupel (Figure 8e) and subsequent graupel-to-hail conversion rates (Figure 9f) in the Top10 group. For the ice-phase species, the Top10 group had a larger mixing ratio of ice and snow above 400 hPa (Figures 8c and 8d), which, upon collection of the increased mass of cloud and rainwater, can lead to conversion to graupel. The increase in graupel was important, with the subsequent conversion of graupel to hail around 500 hPa in the Top10 group (Figure 9f), resulting in it being the second most important microphysical process in hail growth. The increased mass of cloud ice and snow aloft in the Top10 group (Figures 8c and 8d) also led to increased hail mass via collection (Figures 9d and 9e), though, along with depositional growth of hail (Figure 9a), these process rates were 1–2 orders of magnitude smaller than the collection of supercooled liquid water and conversion from graupel. This analysis indicates that tiny realistic perturbations in the initial conditions can lead to a radical difference in the production of hail and that the uncertainties in the prediction of hail precipitation remain large.

These initial condition perturbations allowed us to investigate the practical predictability of hail precipitation rate; however, we are also interested in understanding its intrinsic predictability. To do so, we reduced the magnitude of the EC_All perturbations by 10%. As before, we also separated the perturbations by type (thermodynamic and kinematic) to find out what kind of perturbations would result in a larger uncertainty for the idealized hailstorm. To quantify the uncertainty associated with these reduced-magnitude perturbations, we plotted a time series of the ensemble mean and ensemble spread of the domain-averaged hail rate and total precipitation rate along with the original-magnitude perturbations in Figure 10. As with the evolution of the ensemble mean from EC_All, the ensemble mean of the domain-averaged hail and total precipitation rate had a similar temporal evolution in EC_TQ, EC_UV, EC_10%All, EC_10%TQ, and EC_10%UV.
However, there were visible differences in the ensemble spread of the six sets (Figures 10b and 10d). For example, the spread of the ensemble when perturbations were reduced to 10% was much less than the spread of the ensemble when perturbations were 100% for both the hail precipitation rate and the total precipitation rate after 30 to 60 min (Figure 10b). EC_TQ had the highest peak value of ensemble spread, and EC_All had the second highest peak value, whereas EC_UV had the lowest peak value among the three original-magnitude perturbation sets, in both ensemble mean and ensemble spread (Figures 10a and 10b). The ensemble spread of EC_All had a comparative peak value to that of EC_TQ for total precipitation rate (Figure 10d). For the three reduced-magnitude perturbation sets, EC_10%All and EC_10%TQ had an almost equal peak value for both the hail rate and the total precipitation rate, whereas they were much larger than the ensemble spread of EC_10%UV. Thermodynamic perturbations generated a larger ensemble spread than did kinematic perturbations, regardless of whether the initial perturbations were of original magnitude or reduced to 10%. There was a similar pattern in the number of grid points that experienced hail precipitation and total precipitation (Figure 11), where the magnitude of the ensemble spread and ensemble mean for the grid points that experienced hail precipitation was smaller than that for the grid points that experienced total precipitation. Additionally, the increase in the peaks of ensemble mean of hail precipitation rate in Figure 10a in the different ensemble groups reveals EC_TQ > EC_10%TQ > EC_10%All > EC_UV >

**Figure 12.** Coefficient of variation for the (a) hail precipitation rate, (b) total precipitation rate, (c) number of grid points that experienced hail precipitation, and (d) number of grid points that experienced total precipitation. The coefficient of variation was calculated by the mean of the ensemble spread divided by the ensemble mean from 30 to 60 min. The number of grid points with accumulated hail precipitation above 0.001 mm and accumulated total precipitation above 0.01 mm were sampled.
EC_ten%UV > EC_All. This suggested that control input sounding for this case represents a rather extreme and near-optimum condition such that any added perturbation may cause a suppressive effect. Therefore, we can infer that the perturbation in this case on average has an overall suppressive effect on hail precipitation compared to EC_All and the dynamic perturbation may suppress more than thermodynamic perturbation for the ensemble mean. The increase in the peaks of ensemble spread of hail precipitation rate in Figure 10b in the different ensemble groups reveals EC_TQ > EC_All > EC_UV > EC_ten%TQ > EC_ten%All > EC_ten%UV. The increasing order in ensemble spread suggested a larger uncertainty in thermodynamic perturbations. With a less than 10-fold reduction in the magnitude of the ensemble spread in EC_ten%All, the sensitivity of hail precipitation to initial environmental perturbations was nonlinear, regardless of the rate or number of grid points experiencing hail precipitation, compared to when the initial perturbations were reduced to 10% (Figures 10d and 11d).

Figure 13. Ensemble mean of the domain-averaged six hydrometeors: (a) cloud, (b) rain, (c) ice, (d) snow, (e) graupel, and (f) hail.
To compare the uncertainty of hail precipitation to that of total precipitation, as well as storm area uncertainty, we calculated the coefficient of variation for the precipitation rates and the number of grid points that experienced precipitation from 30 to 60 min (Figure 12). Coefficient of variation in this study was calculated by the average of the ensemble spread over the average of ensemble mean from 30 to 60 min. The coefficient of variation for EC_All and EC_TQ was >100% for the hail rate (Figure 12a), while it was only about 40% for the total precipitation rate (Figure 12b), which suggested that the uncertainty in the hail rate was more than twice that of the total precipitation rate. However, the corresponding figures were about 60% and <20% for EC_UV and EC_10%UV, respectively. A similar difference between thermodynamic and kinematic perturbations is displayed in Figures 12c and 12d for the number of grid points. Also, in the three sets with 100% perturbations, the coefficient of variation for the number of grid points was about half of the value for the rate of hail precipitation (Figure 12c), whereas it has an equal magnitude to the value for total precipitation (Figure 12d). The starkly different uncertainty outcomes for hail precipitation and total precipitation, for both the intensity and the storm area, suggest that the uncertainty was strongly dependent on the
thermodynamic perturbations and uncertainty was larger in hail than in total precipitation under full perturbations. However, in the three sets with 10% perturbations, the coefficient of variation was not simply reduced to 10% of that of the sets with 100% perturbations, suggesting a nonlinear response of the uncertainty due to the perturbations of initial conditions. In the sets with 10% perturbations, there was a larger uncertainty in the rate than in the number of grid points for hail (Figures 12a and 12c), but the uncertainty in rate and number of grid points was similar for total precipitation (Figures 12b and 12d). Moreover, for the ensembles with 10% perturbations, the coefficient of variation for grid point coverage for total precipitation is larger than for hail precipitation, which is opposite to the behavior for the full perturbation ensembles (Figures 8c and 8d).

Although the importance of intrinsic predictability limits has been acknowledged in weather forecasting, its implications for the evaluation of cloud microphysics parameterizations has been less well addressed (Miltenberger et al., 2018). The uncertainty was also determined for the six hydrometeor species employed in the microphysics scheme, so that we could determine for which species the results were most uncertain under the different perturbations. The ensemble means of the six hydrometeor species were nondispersive under the six sets of perturbations during the evolution of the hailstorm (Figure 13). However, the ensemble spreads varied considerably, displaying a dispersive but regular time series under the different perturbations (Figure 14). The ensemble spread of EC_TQ was similar to that of EC_All for all hydrometeors, except hail, and was much larger than that of EC_UV, particularly in the three ice-phase species (ice, snow, and graupel). For the hail mass mixing ratio, EC_TQ generated the largest ensemble spread, followed by EC_All and EC_UV. Similarly, in the three sets of 10% perturbations, there was a comparative ensemble spread in EC_10%TQ and EC_10%All, both of which were larger than the ensemble spread of EC_10%UV. This suggests that the thermodynamic perturbations resulted in a larger uncertainty than did the kinematic perturbations for the six hydrometeor species in the simulated hailstorm, with the largest uncertainty in ice-phase species. This makes sense, given that thermodynamic perturbations strongly control the environmental instability, and thus overall storm strength, which is directly related to hydrometeor production.

Figure 15. Same as Figure 10, but for the ensembles with perturbation magnitude reduced to $1.0 \times 10^{-3}$ and $1.0 \times 10^{-5}$ of the original perturbation, namely, EC_{10^{-3}}All and EC_{10^{-5}}All, respectively.
The nonlinear reduction in EC_1.0%All suggested that the predictability of hail precipitation may be inherently limited, even if the environmental uncertainties were reduced to 10% of the currently realistic magnitude of initial perturbations (Figures 10b and 10d). The result of nonlinear reduction in hail precipitation is consistent with previous studies: For example, the intrinsic predictability limit has been found in a tornadic supercell case (Zhang et al., 2016), and substantial nonlinear reductions in the forecast spread for the structural features of a supercell were found in simulations with reduced magnitude of spread of their original initial conditions (Flora et al., 2018). To determine the robustness of our results for the intrinsic predictability of hail precipitation rate, we ran two additional ensemble groups with perturbations reduced to even smaller magnitudes: $1.0 \times 10^{-3}$ and $1.0 \times 10^{-5}$ of the original perturbations. The ensemble spread of hail precipitation in EC_1.0$^{-3}$All and EC_1.0$^{-5}$All still existed but reduced to smaller magnitudes than the initial condition perturbation magnitude reduction (Figure 15b), suggesting an even more obvious nonlinear response with smaller perturbations. Meanwhile, the similar performance could also be found in ensemble spread of total precipitation (Figure 15d). This is an indication of an existing intrinsic predictability limit for both hail precipitation rate and total precipitation rate before storm demise.

4. Conclusion

Using ensembles of convection-allowing (500-m horizontal grid spacing) WRF simulations of an idealized hailstorm, with realistic initial condition perturbations extracted from ECMWF operational ensemble analyses, we examined the sensitivity of hail precipitation rate to instantaneous environmental initial condition uncertainties, representing flow-dependent uncertainty. This study mainly focused on what type of initial condition perturbations (i.e., thermodynamic or kinematic) resulted in the greatest sensitivity in the hail rate and determined the magnitude of uncertainty in the hail rate.

The evolution of hail precipitation rate was highly sensitive to small perturbations in the initial conditions, particularly thermodynamic perturbations. We investigated how tiny differences in the realistic initial condition perturbations might influence hail rate using two selected groups of ensembles, with the top 10 maximum and bottom 10 minimum hail rates. Analyses in the EC_All set showed that perturbations in the initial conditions significantly affected the simulated hail precipitation rate. There was also very substantial variation in the parent storm itself and in its total precipitation rate: Significant differences were found in updraft speed and microphysical properties and processes. Together, these led to dramatic differences in the hail precipitation fields.

A comparison between the groups with separate thermodynamic and kinematic perturbations showed that the ensemble spread of the hail rate in groups with thermodynamic perturbations was significantly larger than in groups with kinematic perturbations, even when the magnitude of the initial perturbations was reduced to 10%. In part, this is due to the fact that perturbations were vertically correlated (i.e., they came from each of the 50 ECMWF ensemble members). Given the strong variability in CAPE near the storm (cf. Figure 1; the ensemble standard deviation is large enough to explain the differences in updraft speed between Top10 and Bottom10 members), even small perturbations in thermodynamics (when correlated vertically) could lead to substantial perturbations in CAPE, and thus much stronger storms. The kinematic perturbations, on the other hand, did not lead to as much ensemble spread in hail precipitation rate. This is likely because of the much reduced spatial variability of kinematic properties and that the magnitude of the perturbations was likely too small to significantly affect storms in a strongly sheared environment (e.g., compare to the much larger variations in vertical wind shear explored by Dennis & Kumjian, 2017).

In addition to this assessment of practical predictability, we investigated the intrinsic predictability of hail precipitation rate. To assess the intrinsic predictability of hail, a number of ensembles were constructed with initial condition perturbations reduced to 10%, $1.0 \times 10^{-3}$, and $1.0 \times 10^{-5}$ of the currently realistic magnitude of initial condition perturbations available from ECMWF. A reduction in the magnitude of the initial perturbations in EC_10%All, EC_10$^{-3}$All, and EC_10$^{-5}$All produced substantial reductions in the ensemble spread of the hail rate and related cloud properties; however, the magnitude of the reduction was nonlinear, which suggests inherently limited predictability for hail precipitation and total precipitation rate. Finally, the uncertainties in hail precipitation rate were much larger than the uncertainties in total precipitation rate, with the coefficient of variation for the hail rate (>100%) being more than twice that of the coefficient of variation for the total precipitation rate. The uncertainties of the six hydrometeor species used in the
microphysics scheme were also assessed, with a larger uncertainty found for ice-phase particles than for liquid particles under thermodynamic perturbations.

Hail is a high-impact phenomenon, and therefore, the prediction of storm development and accurate microphysical parameterization is crucial for high-resolution simulations of hailstorms. Moreover, the differences in the hail precipitation and total precipitation fields are not tightly linked; for example, total precipitation rates from predicted storms do not make an exact proxy for hail precipitation rates as the strongest hail precipitation members are not simply the same as the strongest total precipitation members (Figure 5).

Unfortunately, the uncertainty in different microphysics schemes is still not completely quantified. Due to a low vertical resolution in the ECMWF ensemble, low-level variations (e.g., low-level wind shear) among the ensemble members may not be captured representatively. Considerable uncertainty remains in our understanding and modeling of deep convective clouds and their nonlinear interactions with different processes, because model grid scales are typically several orders of magnitude larger than the process scales (Mittenberger et al., 2018). Real atmospheric conditions are much more complicated than the idealized conditions proposed here, particularly in environments favorable for deep convection. The uncertainty of hail precipitation rate might be case dependent, and therefore, more cases need to be investigated to reach general conclusions.
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