
A Novel Channel-Synthesizing Method for Reducing
Uncertainties in Satellite Radiative
Transfer Modeling
Yinghui Lu1 and Fuqing Zhang1

1Department of Meteorology and Atmospheric Science and Center for Advanced Data Assimilation and Predictability
Techniques, The Pennsylvania State University, University Park, PA, USA

Abstract Most sounding channels sensitive to atmosphere layers close to Earth’s surface are also sensitive
to Earth’s surface properties. Biases and uncertainties in Earth’s surface emissivity and skin temperature may
degrade the values of these observations being assimilated into weather prediction models. A method
that combines several individual channels into a synthesized channel is proposed here to reduce such
uncertainties. The effectiveness of such channel-synthesizing method is first demonstrated through perfect
model experiments, where brightness temperatures are simulated and compared before and after noises
added to surface emissivity and skin temperature. Real-case experiments that compare simulated brightness
temperature and satellite observations further show that the synthesized channel can effectively reduce the
mean bias of simulated brightness temperature from 1 to 3 K for individual GOES-R channels to near zero
for the synthesized channel, suggesting great potential of the approach for more effective assimilation of
surface-sensitive sounding channels.

Plain Language Summary Satellite observation is one of the most impactful sources of
observations assimilated into weather prediction models. Satellite channels sensitive to atmosphere layers
close to Earth’s surface are usually sensitive to the Earth’s surface properties. Due to the large uncertainty in
Earth’s surface emissivity and skin temperature, these satellite channels are not well utilized. Here we propose
a novel method that combines several individual channels into a synthesized channel to reduce the
sensitivity to Earth’s surface properties by calculating coefficients for each channel so that influences from
Earth’s surface properties cancel. For example, if the errors in calculated brightness temperature of three
channels due to surface emissivity error are 5, 2, and 4 K, respectively, and errors due to skin temperature error
are 4, 2, and 3.5 K, respectively, a synthesized channel equals 2*CH1 + 3*CH2� 4*CH3 will be used so that the
errors cancel. Our real-case experiments using GOES-R observations show that this channel-synthesizing
method can effectively reduce mean bias of simulated brightness temperature from 1 to 3 K for individual
channels to near zero for the synthesized channel, suggesting great potential of the approach for more
effective assimilation of surface-sensitive sounding channels.

1. Introduction

Sounding channels of satellite-based passive radiometer observations provide rich information content in
the vertical profiles of atmospheric temperature and humidity (Menzel et al., 2018). They are shown to be
impactful in reducing the forecast error (Joo et al., 2013; Zhang et al., 2016; Zhu et al., 2012). Their sensitivity
on Earth’s surface properties, that is, surface emissivity and skin temperature, is determined by surface-to-
space transmissivity (English, 2008). Channels with frequencies away from strong absorptions of atmosphere
constitutes have large space-to-surface transmissivity and are informative of temperature and humidity close
to the Earth’s surface and Earth’s surface properties. Such information is valuable for data assimilation and
weather forecast. Gartzke et al. (2017) show that temperature and humidity at the surface layer are crucial
for convective available potential energy, which is a widely used parameter for convection study. However,
due to the uncertainties in surface emissivity and skin temperature over land, these surface-sensitive chan-
nels are not well utilized over land in data assimilation (Pavelin & Candy, 2014).

Land surface emissivity varies with frequency and land surface properties, such as land surface type, soil
moisture, vegetation, and snow cover. Various efforts have been made to obtain more accurate surface emis-
sivity data that can be used in radiative transfer calculations. Taking infrared frequencies as an example, emis-
sivity of various materials are measured in laboratory and composed into spectral databases, such as the
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ECOSTRESS spectral library (https://speclib.jpl.nasa.gov, formally ASTER spectral library; Baldridge et al., 2009)
and the Moderate Resolution Imaging Spectroradiometer University of California, Santa Barbara Emissivity
Library (https://icess.eri.ucsb.edu/modis/EMIS/html/em.html). These spectral libraries are used to develop
classification-based emissivity models (Peres & DaCamara, 2005; Snyder et al., 1998). The Community
Radiative Transfer Model (CRTM; Han et al., 2006) follows this approach. It originally uses the National
Polar-orbiting Operational Environmental Satellite System emissivity model, and another two emissivity
models were developed for International Geosphere-Biosphere Programme classification and U.S.
Geological Survey classification later (Han et al., 2006). As is illustrated by Seemann et al. (2008, their
Figure 1), surface emissivity of different land surface types varies by 0.05 in value for 11–14 μm wavelengths
and varies by over 0.2 in value for 8–10 μmwavelengths. As such, error in land surface classification in numer-
ical weather prediction model can lead to large error in estimated land surface emissivity. Alternatively, sur-
face emissivity can be estimated through satellite observations (J. Li et al., 2011; Z. Li et al., 2010). The
University of Wisconsin Baseline Fit Emissivity Database is derived using input from the Moderate
Resolution Imaging Spectroradiometer operational land surface emissivity product (MOD11) and a baseline
fit method based on laboratory measurements (Seemann et al., 2008). This database is used in the develop-
ment of the University of Wisconsin Global Infrared Land Surface Emissivity (UWiremis) module for the
Radiative Transfer for the TIROS Operational Vertical Sounder (RTTOV; Matricardi et al., 2004; Saunders
et al., 1999), where emissivity is a function of frequency, latitude, longitude, and month of the year.
However, these emissivity models still cannot capture variations in land surface emissivity with short time
scale, such as variations in surface emissivity due to soil water content change (Z. Li et al., 2012; Mira et al.,
2007). These uncertainties may lead to large uncertainty in the calculated brightness temperatures. J. Li
et al. (2007) show that uncertainty of 0.01 in surface emissivity value can cause about 0.5 K uncertainty in
simulated brightness temperature in infrared window channels. Zou et al. (2016) also show that large differ-
ences of more than 0.03–0.06 between the surface emissivity estimated by surface emissivity lookup tables
used in the CRTM and RTTOV are found over mainland Australia (their Figure 9), leading to over 2 degrees
difference in simulated brightness temperatures (their Figure 10) in channel 11 of the Advanced Himawari
Imager (ABI) on board the Japanese satellite Himawari-8 (Bessho et al., 2016).

On the other hand, surface skin temperature produced by weather forecast models can have large uncertain-
ties and biases, especially arid regions during daytime. Trigo et al. (2015) show that the land skin temperature
is slightly overestimated during nighttime and seriously underestimated during daytime by the analysis of
European Center for Medium-Range Weather Forecasts (ECMWF). Uncertainties in skin temperature may
have larger impact on brightness temperature than uncertainties in surface emissivity over land (English,
2008). Large bias in land skin temperature over desert and arid region during daytime in the warm season
causes the rejection of large amount of satellite data in the analysis step (Zheng et al., 2012). As such, uncer-
tainties and biases in both surface emissivity and skin temperature need to be reduced before assimilating
surface-sensitive satellite channels.

Surface snow water equivalent have been retrieved from satellite passive microwave imagers for decades,
empirically derived from the difference in brightness temperatures between two microwave channels at
which snow layers have very different scattering properties (Clifford, 2010; Xue & Forman, 2017). The advan-
tage of this approach is that when the surface emissivity is biased toward the same direction for both chan-
nels (skin temperature is of course bias toward the same direction), the biases at the two different channels
cancel and the resulting channel difference would be less sensitive to the biases and uncertainties in the esti-
mation of surface emissivity and skin temperature. Inspired by this approach, we propose a method that
combines several individual channels into a synthesized (or composite) channel, where the coefficients of
the individual channels are carefully chosen so that the resulting synthesized channel is less sensitive to
uncertainties in land surface properties and is more suitable to be used in the data assimilation system than
the individual channels.

2. Methodology

In this work, the infrared imaging channels 13, 14, and 15 on the Advanced Baseline Imager (ABI) onboard the
Geostationary Operational Environmental Satellite (GOES)-R (now in operational mode as GOES-16; Schmit
et al., 2005, 2017) are used to illustrate the applicability of the proposed channel-synthesizing method. At

10.1029/2018GL077342Geophysical Research Letters

LU AND ZHANG 2

https://speclib.jpl.nasa.gov/
https://icess.eri.ucsb.edu/modis/EMIS/html/em.html


these wavelengths, contribution from the Sun can be ignored. Under clear-sky condition, a simplified emis-
sion model provides the essence of the radiative transfer process where the top of atmosphere (TOA) radi-
ance can be calculated as the sum of three major contributors: (1) Earth’s surface thermal emission that
reaches TOA, (2) atmosphere downward thermal emission reflected by Earth’s surface and reaches TOA,
and (3) atmosphere upward thermal emission:

ITOA νð Þ ¼ t νð Þϵ νð ÞB ν; Tsð Þ þ t νð Þ 1� ϵ νð Þð ÞI↓atm νð Þ þ I↑atm νð Þ; (1)

where t(ν) is the atmosphere transmissivity, ϵ(ν) is the surface emissivity, B(ν, Ts) is the surface Planck radiance,
(1 � ϵ(ν)) is the surface reflectivity, I↓atm νð Þ is the downward radiance at the Earth’s surface emitted by the
atmosphere, and I↑atm νð Þ is the upward radiance at TOA emitted by the atmosphere.

To show the impact of uncertainties in surface emissivity and skin temperature on TOA brightness tempera-
ture, equation (1) is reordered and written in a tangent linear form, such that the deviation of TOA radiance is
expressed as a function of the deviations of surface emissivity and skin temperature:

ΔI νð Þ ¼ t νð Þ B ν; Tsð Þ � I↓atm νð Þ
h i

Δϵ νð Þ þ t νð Þϵ νð Þ∂B ν; Tð Þ
∂T

����
T¼Ts

ΔTs: (2)

Using the tangent linear form of the Planck function, where

ΔTB νð Þ ¼ ΔI νð Þ= ∂B ν; Tð Þ
∂T

����
T¼TB

 !
; (3)

and define

M νð Þ≡t νð Þ B ν; Tsð Þ � I↓atm νð Þ
h i

=
∂B ν; Tð Þ

∂T

����
T¼TB

 !
;

and

N νð Þ≡t νð Þ ϵ νð Þ ∂B ν; Tð Þ
∂T

����
T¼Ts

=
∂B ν; Tð Þ

∂T

����
T¼TB

 !
; (4)

the deviation of TOA brightness temperature can be expressed as a linear combination of the deviations of
surface emissivity and skin temperature, with coefficients determined by the first guess of surface properties
and atmosphere profile

ΔTB νð Þ ¼ M νð ÞΔϵ νð Þ þ N νð ÞΔTs: (5)

Similar expressions have been derived in previous research (English, 2008; J. Li et al., 2000). Skin tempera-
ture that determines the surface thermal emission is difficult to define exactly, because the layers near land
and ocean surface may be highly heterogeneous, which may also have complex and variable temperature
structures, and the thickness into the Earth skin that contribute the most to the surface leaving radiation
can be different for different frequencies (Donlon et al., 2007). Nevertheless, for the same instrument,
ΔTs is likely to be the same for all the channels. Over ocean, uncertainties in the estimation of surface emis-
sivity Δϵ(ν) because of uncertainties in surface wind speed tend to be similar for infrared channels with
wavelengths between 8.3 and 12.5 μm (Wu & Smith, 1997). Over land, Δϵ(ν) can have different values
for the three channels because the relationship between emissivity and wavelength for various types of
materials can have large variability (Salisbury & D’Aria, 1992). For a total of N channels, equation (5) has
N equations with N + 1 unknowns. To reduce the number of unknowns, we assume that Δϵ(ν) can be mod-
eled as

Δϵ νið Þ ¼ C νið ÞΔϵ0; (6)

where C(νi), i = 1, 2, 3 are empirically determined. This assumption can be valid for many situations, for exam-
ple, in the situation that the Earth’s surface within one satellite footprint or model grid box contains two sur-
face types, and the resulting total emissivity is a linear combination of the two. Given the assumption in
equation (6), equation (2) has two unknown properties Δϵ0 and ΔTs.
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A synthesized channel can be created as a linear combination of three channels:

T synB ¼
X3
i¼1

aiTB νið Þ ¼
X3
i¼1

aiC νið ÞM νið Þ
" #

Δϵ0 þ
X3
i¼1

aiN νið Þ
" #

ΔTs: (7)

If the three coefficients ai (i = 1, 2, 3) are chosen in a way that the coefficients of Δϵ0 and ΔTs are zero or close
to zero, the bias of the synthesized channel due to biases and uncertainties in estimation of surface emissivity
and skin temperature can be reduced.

The most straightforward way to find the coefficients ai for the synthesized channel is to solve the following
set of linear equations:

X3
i¼1

ai ¼ 1; (8:1)

X3
i¼1

aiN νið Þ ¼ 0; (8:2)

X3
i¼1

aiC νið ÞM νið Þ ¼ 0; (8:3)

where equation (8.1) is introduced so that the resulting synthesized channel brightness temperature would
be close to that of the three channels. However, for channels with high surface-to-space transmissivity (or
optical depth is small), solving equations (8.1)–(8.3) can lead to unstable results with very large coefficients.
As equation (6) is not a perfect estimation, these unreasonably large coefficients can result in large bias in the
resulting synthesized channel brightness temperature. Instead, we replace equation (8.3) by minimizing a
cost function

J ¼ W
X3
i¼1

aiC νið ÞM νið Þ
" #2

þ
X3
i¼1

aiC νið ÞM νið Þ½ �2: (8:4)

The first term in equation(8.4) is the square of the left-hand side of equation (8.3), which relates to the error of
the synthesized channel if equation (6) is perfect. The second term prevents the value of each coefficient
from being too large. When W reaches infinity, minimizing the cost function defined by equation (8.4) is
equivalent to solving equation (8.3). When the atmosphere optical depth is higher (transmissivity is lower),
solving equations (8.1)–(8.3) would be more likely to give stable result, and thus, W can be assigned larger
values indicating more weight on the first term of equation (8.4). In this study, W value is heuristically set
to 100 times the total optical depth (which is much smaller than 1). It should be noted that the coefficients
are calculated separately for each profile by minimizing the cost function in equation (8.4) under the con-
straints given by equations (8.1) and (8.2). As such, different model grids have different sets of coefficients
depending on their surface properties and atmosphere profiles.

3. Perfect Model Experiments

Perfect model experiments are performed to test the performance of the channel-synthesizing method. In
this experiment, the atmosphere profile and surface properties from the 27-km domain of the Weather
Research and Forecasting (WRF; Skamarock et al., 2008) model forecast output valid at 18:00 UTC on 23
August 2017 for Hurricane Harvey (2017) (Lu & Zhang, 2018) are considered “truth.” This work emphasizes
on clear-sky condition. As such, we remove all the hydrometers in the WRF output but leave the humidity
profile unmodified, so that the entire model domain is pseudo-clear. GOES-R channels 13 (CH13), CH14,
and CH15 brightness temperatures are calculated using CRTM (version 2.3.0) as the “observations.” Then
random biases are added to surface emissivity and skin temperature fields, while the atmosphere profiles
remain unmodified. This modified state serves as the “background,” and the TOA brightness temperatures
are calculated again using CRTM. The difference between brightness temperatures calculated before and
after the perturbation represents the sensitivity of TOA brightness temperature on surface emissivity and
skin temperature. Uncertainties added to surface skin temperature follow a uniform distribution from �2
to 2 K. Uncertainties added to surface emissivity also roughly follow a uniform distribution from �0.02 to
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0.02, with the restriction that the resulting surface emissivity never exceeds 0.999. Same surface emissivity
uncertainties are added to all the three channels for each grid point, corresponding to C(νi) = 1
in equation (6).

Figure 1a shows the surface skin temperature in the original WRF output in contours and the original surface
emissivity calculated using CRTM in color. The surface emissivity used by CRTM over land is generated by a
lookup table as a function of frequency and surface type, indicated by large areas of same emissivity values.
Over the ocean, the ring-shaped gradual change of the emissivity is mainly caused by change in satellite
zenith angle.

At the wavelengths of GOES-R CH13, CH14, and CH15, water vapor is the major absorber. The more the
water vapor in the atmosphere, the larger the optical depth is. Figure 1d shows the optical depth of
GOES-R CH15. Water vapor is less absorptive at CH13 and CH14 than at CH15. The optical depths at
CH13 and CH14 have similar pattern as CH15 and smaller values (not shown). Brightness temperatures
are larger when the surface skin temperatures are larger, the surface emissivity values are larger, and the
total optical depth values of the atmosphere are smaller. Figure 1b shows the “observed” brightness tem-
perature of CH15. Brightness temperatures of GOES-R CH13 and CH14 (not shown) have similar patterns as
CH15 and larger values. Figure 1c shows the synthesized channel brightness temperature. In this case the
synthesized channel brightness temperature is generally lower than that of CH15, but the difference is
mostly less than 20%, so that the comparison of the biases between the synthesized channel and individual
channels is meaningful.

Figure 1e shows the observationminus background (OmB) values for CH15. Despite of the randomness of the
OmB values since random noises are added to the surface skin temperature and surface emissivity, the biases
are generally smaller when the optical depth values are larger. This behavior is expected since less surface
emitted radiance can penetrate the atmosphere and reach the satellite where the optical depth is larger;
hence, less information on the surface properties can be measured by the satellite. Atmosphere optical depth
at CH13 and CH14 are generally smaller than CH15, and the OmB values are generally larger in magnitude
(not shown). Figure 1f shows the OmB values for the synthesized channel. Apparently, OmB values of the
synthesized channel are much smaller than that of the individual channels. Given the fact that the relative
differences of the synthesized channel brightness temperature and individual channels are generally less
than 20%, the use of the synthesized channel does greatly reduce biases to near zero for uncertainties due
to biases in the estimation of surface emissivity and skin temperature.

Figure 1. (a) Surface emissivity of GOES-R ABI CH15 (color) and skin temperature (contour); (b) observed brightness temperature at CH15; (c) observed synthesized
channel brightness temperature; (d) optical depth of GOES-R ABI CH15; (e) OmB value for CH15 brightness temperature; (f) OmB value for synthesized channel. The
three example locations are located at the center of the three small circles in each panel and are labeled in panel (b).
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Figure 2 shows the Jacobians (the first-order partial derivatives that are closely related to weighting function)
of brightness temperature against atmosphere temperature profile and surface skin temperature
(Figures 2a–2c) and mixing ratio profile (Figures 2d–2f), over three example locations: Figures 2a and 2d
for Atmospheric Radiation Measurement (ARM; Stokes & Schwartz, 1994) Southern Great Plains (SGP) central
facility (36°36018″N, 97°2906″W; altitude 320 m) southeast of Lamont, Oklahoma; Figures 2b and 2e for an
example over land with optical depth larger than that of ARM SGP site; and Figures 2c and 2f for an example
of location with even larger optical depth value over ocean. The coefficients that used in generating the
synthesized channel for each location are listed on the upper right corner of Figures 2a–2c. It should be noted
that the atmosphere moisture profile was obtained from a WRF output that simply removes all the con-
densed hydrometers to make a pseudo-clear scene; the water vapor mixing ratio can reach water saturation
where the gird boxes are originally cloudy.

Thickness of each WRF model layer can be different. For a model layer of a given temperature and humidity,
the thicker in pressure coordinate (larger pressure difference between the upper and lower bound of the
layer) the model layer is, the larger the response of brightness temperature to the atmosphere temperature
and humidity, because more air mass is in this model layer. To make the Jacobians of different layers compar-
able, the Jacobians are re-scaled as if all the model layers have a thickness of 50 hPa.

Figure 2 shows that the synthesized channel generally have larger response to the atmosphere temperature
and mixing ratio. Also, Figures 2a–2c show that the synthesized channel is not sensitive to the surface skin
temperature (Jacobians at the bottom of the plot is zero) while the individual channels are very sensitive
to the surface skin temperature (Jacobians at the bottom of the plot exceeds the axis limit and not shown).
Table 1 shows surface emissivity and skin temperature Jacobians of TOA brightness temperature at the three
locations for the three GOES-R ABI channels and the synthesized channel. The close-to-zero skin temperature
Jacobians for the synthesized channel is expected, as equation (8.2) is used as a constraint. The surface
emissivity Jacobians for the synthesized channel are smaller than any of the three GOES-R ABI channels.
This shows that the synthesized channel does have a smaller sensitivity to surface properties, especially with
regard to skin temperature.

Figure 2. Jacobians of (a–c) temperature profile and skin temperature and of (d–f) mixing ratio profile, for example, location at ARM SGP central facility (a and d), over
land (b and e), and over ocean (c and f). The coefficients that used in generating the synthesized channel are listed on the upper right corner of panels a, b, and c.
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4. Real-Data Experiments

To test the performance of the synthesized channel in more realistic scenarios, a comparison between real-
data observations from GOES-R ABI and simulated brightness temperatures using CRTM over ARM SGP cen-
tral facility is performed. GOES-R ABI brightness temperatures form Multi-Band Cloud & Moisture Imagery
product over U.S. continent (MCMIPC) are downloaded from the Research Computing Center at the
University of Chicago (https://osdc.rcc.uchicago.edu/noaa-goes16). Brightness temperatures of GOES-R ABI
CH13, CH14, and CH15 at the satellite footprint closest to the ARM SGP site at 05:42, 11:42, 17:42, and
23:42 UTC are used as observation. Soundings are launched at the ARM SGP central facility four times per
day, at roughly 05:30, 11:30, 17:30, and 23:30 UTC. Atmosphere temperature and moisture profiles
(“sgpsondewnpnC1”; Atmospheric Radiation Measurement (ARM) climate research facility, 1994) from the
soundings are used as input to CRTM. Trigo et al. (2015) show that “ECMWF model tends to slightly overes-
timate skin temperature during nighttime and underestimate daytime values.” Skin temperature field from
ECMWF ERA Interim reanalysis (Dee et al., 2011) at the location of ARM SGP central facility is used as input
to CRTM to illustrate the influence of the potentially inaccurate skin temperature estimate to the simulated

Table 1
TOA Brightness Temperature Jacobians of Surface Temperature and Surface Emissivity for GOES-R ABI Channels 13, 14, and 15 and the Synthesized Channel

Surface temperature Jacobian (K/K) Surface emissivity Jacobian (K/0.01)

CH13 CH14 CH15 Syn CH CH13 CH14 CH15 Syn CH

SGP 0.717 0.658 0.500 3.70 × 10�3 0.382 0.349 0.234 �0.112
LAND 0.493 0.384 0.230 3.20 × 10�5 0.210 0.151 0.074 �0.044
OCEAN 0.425 0.314 0.172 �9.91 × 10�5 0.139 0.088 0.036 �0.027

Figure 3. GOES-R ABI observed brightness temperatures (solid lines) and simulated brightness temperatures (dots) for GOES-R ABI CH13 (blue), CH14 (orange), CH15
(green), the synthesized channel (black), and skin temperature (red crosses), at the four sounding times at ARM SGP central facility, grouped by the time of the day.
Each panel shows data at the same sounding time, with the UTC time of each sounding listed at the upper left corner of each panel.
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brightness temperature at the three GOES-R ABI channels and the synthesized channel. Cloudy scenes are
excluded based on the Micropulse Lidar 30-s cloud mask product using the first Wang and Sassen (2001)
algorithm (“sgp30smplcmask1zwangC1”; Atmospheric Radiation Measurement (ARM) climate research facil-
ity, 1996) all day as well as GOES-R true-color images constructed based on GOES-R MCMIPC visible-channel
data product during daytime. In this experiment, the synthesized channel is generated under the simple
assumption that the biases of surface emissivity are the same for the three channels (i.e., C(νi) = 1, i = 1, 2,
3 in equation (6)).

Figure 3 shows the comparison of the brightness temperatures of the three individual channels and the
synthesized channel, both GOES-R observation and CRTM simulation. The skin temperature given by
ECMWF reanalysis is also shown for reference. ARM SGP central facility has local time about 6.5 hr later than
UTC, and thus, 05:42 UTC is about local midnight, 11:42 UTC is local morning, 17:42 UTC is local noon, and
23:42 UTC is local evening. The synthesized channel has lower but comparable brightness temperature
values compared to the three individual channels and is less affected by the diurnal cycle of the surface
skin temperature.

The differences between simulated brightness temperatures and GOES-R observations are smaller for the
synthesized channel. Figure 4 shows the differences between GOES-R observations and the simulations for
the three individual channels and the synthesized channel for easier comparison. At local midnight
(05:42z) and dawn (11:42z), the OmB value is negative, indicating that the simulation is over estimating
the brightness temperature, while at local noon (17:42z) and evening (23:42z) the simulation is underestimat-
ing the brightness temperature, for all the three individual channels. This agrees with the findings in Trigo
et al. (2015) that ECMWF model tends to overestimates the surface skin temperature during the night and
underestimates the surface skin temperature during the day. The right-hand-side plots of Figure 4 show
the mean and standard deviation of the OmB bias. The largest mean bias of the three individual channels
are found at local noon, where the three individual channels have mean bias of about 1.5 to 2.5 K, and stan-
dard deviation of the bias is about 3 K. The mean bias of the synthesized channel is close to zero, with a stan-
dard deviation greatly reduced to near 1 K. For the other three sounding times, the mean bias of the three

Figure 4. Left panels: OmB values for CH13 (blue), CH14 (orange), CH15 (green), and the synthesized channel (black) at each day. Right panels: Mean (dots) ± standard
deviation (bars) of the OmB values. UTC time of the day is shown in the upper left corner of the left panels.
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individual channels is around 1 K, and the standard deviation is about 1 K. The mean bias of the synthesized
channel is still close to zero, with a standard deviation smaller than 1 K. It clearly shows that the synthesized
channel has smaller mean biases with smaller error uncertainties (standard deviations) compared to the three
individuals, and the synthesized channel is less affected by the diurnal cycle. It should be noted that the sur-
face emissivity error estimate used in this test case is rather simple (i.e., C(νi) = 1, i = 1, 2, 3 in equation (6)). If
better estimates of surface emissivity bias characteristics can be made through more sophisticated surface
emissivity model, it is possible that the bias of the synthesized channel can be further reduced. Also biases
and uncertainties may come from the radiometer instruments themselves.

5. Summary and Discussion

A novel method generating a synthesized channel not sensitive to uncertainties in surface properties using a
linear combination of several individual channels is presented. Perfect-model experiments with model simu-
lated truth observations show that the synthesized channel is less sensitive to the bias in skin temperature
and surface emissivity. Real-data experiments show that even with a simplified surface emissivity bias estima-
tion, the channel-synthesizing method can effectively reduce the mean bias of brightness temperature from
1 to 3 K for individual GOES-R channels to near zero for the synthesized channel. The standard deviation of
the bias of the synthesized channel on average is usually multiple times smaller than that of individual
GOES-R channels. These results suggest great potential of the proposed approach for more effective assim-
ilation of satellite-based surface-sensitive observations into numerical prediction models: this channel-
synthesizing method conceptually creates “new instruments” or “new channels” that are less sensitive to
uncertainties in Earth’s surface properties, which can be used in the data assimilation system instead of assim-
ilating the individual channels that are more uncertain. Better estimates of the surface emissivity bias charac-
teristics may further improve the performance of the proposed method and should be investigated in
the future.

This channel-synthesizing method is only tested with GOES-R ABI thermal infrared channels under clear-sky
condition in this work. However, the method is not instrument specific and may also be applied to
other instruments. Hyperspectral instrument such as the Infrared Atmospheric Sounding Interferometer
(Clerbaux et al., 2007) has much larger number of channels that are sensitive to temperature and humidity
at different layers of the atmosphere. More choices of channel combinations are available for different
atmospheric conditions. For example, for dry atmosphere condition, synthesized channel can be generated
using channels more sensitive to water vapor than the three GOES-R channels used in this study, such that
the synthesized channel can be more sensitive to the lower level atmosphere temperature and
humidity profile.

It is also possible that this method could be applied to all-sky condition after further development. Assuming
that scattering is added to equation (1), it is possible that the method could be applied to microwave radio-
meter imaging channels over all-sky conditions. These applications are beyond the scope of this study and
should be investigated in the future.
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