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ABSTRACT: Previous idealized-modelling studies have shown the importance of across-jet barotropic shear to the resulting
evolution of cyclones, anticyclones, surface-based fronts, and upper-level fronts. Meanwhile, many observational studies of
cyclones have shown the importance of along-jet variations in the horizontal wind speed (i.e. confluence and diffluence).
This study investigates the importance of these along-jet (zonal, for zonally-oriented jets) variations in the horizontal
wind speed to the resulting structures and evolutions of baroclinic waves, using idealized models of growing baroclinic
waves. An idealized primitive-equation channel model is configured with growing baroclinic perturbations embedded
within confluent and diffluent background flows. When the baroclinic perturbations are placed in background confluence,
the lower-tropospheric frontal structure and evolution initially resemble the Shapiro–Keyser cyclone model, with a zonally-
oriented cyclone, strong warm front, and bent-back warm front. Later, as the baroclinic wave is amplified in the stronger
downstream baroclinicity, the warm sector of the cyclone narrows, becoming more reminiscent of the Norwegian cyclone
model. The upper-level frontal structure develops with a southwest–northeast orientation, and becomes strongest at the base
of the trough, where geostrophic cold advection is occurring. In contrast, when the baroclinic perturbations are placed in
background diffluence, the lower-tropospheric frontal structure and evolution resemble the Norwegian cyclone model, with
a meridionally-oriented cyclone, strong cold front, and occluded front. The upper-level frontal structure is initially oriented
northwest–southeast on the western side of the trough, before becoming zonally oriented. Weak geostrophic temperature
advection occurs along its length. These results are compared to those from previous observational and idealized-modelling
studies. Copyright  2007 Royal Meteorological Society
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1. Introduction

Despite the tremendous variety in the structure and evo-
lution of extratropical cyclones, there are just two dom-
inant conceptual models of low-level cyclone structure
and evolution: the Norwegian cyclone model and the
Shapiro–Keyser cyclone model (Figure 1). The Nor-
wegian cyclone model (e.g. Bjerknes, 1919; Bjerknes
and Solberg, 1922) is characterized by a meridionally-
oriented cyclone, a relatively strong cold front, and the
formation of an occluded front by the narrowing of the
warm sector as the cold front approaches the warm front
(Figure 1(a)). In contrast, the Shapiro–Keyser cyclone
model (Shapiro and Keyser, 1990) is characterized by a
zonally-oriented cyclone, a relatively strong warm front,
and the formation of a frontal fracture (weaker baroclin-
icity along the poleward part of the cold front), a frontal
T-bone structure (cold and warm fronts nearly perpendic-
ular), a bent-back warm front (enhanced baroclinicity in
the equatorward flow to the west of the cyclone centre),
and warm seclusion (Figure 1(b)).
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Many investigators have considered the question of
what controls whether a given cyclone more closely fits
the Norwegian or the Shapiro–Keyser cyclone model.
For example, some have argued that surface friction
controls the resulting cyclone type: cyclones over the
ocean (lower surface friction) being more likely to
possess Shapiro–Keyser-like structures than cyclones
over land (e.g. Hines and Mechoso, 1993; Kuo and Low-
Nam, 1994; Thompson, 1995; Rotunno et al., 1998).
While this may be true, Schultz et al. (1998, p. 1771)
argue that numerical-modelling experiments that only
vary the magnitude of surface friction are unable to
capture the range of variability observed in extratropical
cyclones.

Others have argued that the large-scale flow in which
the cyclone is embedded plays a significant role in
determining the resulting cyclone structure and evolu-
tion. These authors have employed observational (e.g.
McCallum and Norris, 1990; Evans et al., 1994; Young,
1995; Hartmann, 1995; Schultz et al., 1998; Simmons,
1999; Shapiro et al., 1999; Sinclair and Revell, 2000;
Shapiro et al., 2001; Martius et al., 2007) and idealized
numerical-modelling (e.g. Davies et al., 1991; Thorncroft
et al., 1993; Wernli et al., 1998; Hartmann and Zuercher,
1998; Schultz et al., 1998) studies to support their argu-
ments.
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Figure 1. Conceptual models of cyclone evolution showing lower-tropospheric (e.g. 850 hPa) geopotential height and fronts (top), and
lower-tropospheric potential temperature (bottom). (a) Norwegian cyclone model: (I) incipient frontal cyclone; (II, III) narrowing warm sector;
(IV) occlusion. (b) Shapiro–Keyser cyclone model: (I) incipient frontal cyclone; (II) frontal fracture; (III) frontal T-bone and bent-back front;
(IV) frontal T-bone and warm seclusion. Panel (b) is adapted from (Shapiro and Keyser, 1990, figure 10.27), enhancing the zonal elongation
of the cyclone and fronts and reflecting the continued existence of the frontal T-bone in stage IV. The stages in the cyclone evolutions are
separated by approximately 6–24 h. The frontal symbols are conventional. The characteristic scale of the cyclones – based on the distance from
the geopotential-height minimum, labelled L, to the outermost geopotential-height contour in stage IV – is 1000 km. (Figure and caption from

Schultz et al. (1998, figure 15)).

Although many authors agree that the large-scale
flow appears to be the dominant factor explaining the
differences between the Norwegian and Shapiro–Keyser
cyclone models, the exact nature of the large-scale flow
required in each case remains disputed. Variations in
the horizontal wind speed, either across-jet or along-
jet, have been associated with variations in the resulting
cyclone structure. We consider below the evidence for
how each type of flow affects the cyclone and frontal
structure.

Early evidence for the addition of across-jet shear came
from Davies et al. (1991), who performed idealized-
modelling experiments using a semi-geostrophic baro-
clinic channel model on an f plane to show that the
addition of a uniform barotropic cyclonic or anticy-
clonic shear across the jet could affect the cyclone struc-
ture. Their control experiment without added shear fea-
tured a symmetric, zonal jet in the meridional direc-
tion. Baroclinic waves developing in this background
state developed a frontal fracture, a bent-back warm
front, and a frontal T-bone: features reminiscent of the
Shapiro–Keyser cyclone model. When cyclonic shear
was added, the baroclinic waves developed a narrow-
ing warm tongue: a feature more associated with the
Norwegian cyclone model. When anticyclonic shear
was added, the baroclinic waves did not occlude,
and the cyclones remained open-wave frontal waves
with strong cold fronts, as described by Shapiro et al.
(1999).

Thorncroft et al. (1993) performed similar experi-
ments using a primitive-equation model on a sphere.
They termed the resulting cyclone life cycle in the con-
trol experiment with a nearly-symmetric jet ‘LC1’, and
the resulting life cycle in the experiment with added
cyclonic shear ‘LC2’ (also known as cyclonic Rossby-
wave breaking). Shapiro et al. (1999) later termed the
life cycle in the experiment with added anticyclonic shear

‘LC3’ (also known as anticyclonic Rossby-wave break-
ing).

Wernli et al. (1998) confirmed that the choice of
dynamical framework (semi-geostrophic or primitive-
equation) did not materially affect the results. Thus, this
body of work suggests that variations in the across-
jet shear result in large-scale deformation that affects
the regions of preferred frontogenesis, thus affecting the
structure and evolution of baroclinic waves, see Wernli
et al. (1998, figure 3) .

A complementary approach is described by Schultz
et al. (1998), who argue that zonal variations in the back-
ground horizontal wind speed control the structure and
evolution of baroclinic waves. They obtain the back-
ground flow in these cases quantitatively by filtering the
fields into a portion due to the cyclone and a remaining
portion attributed to the background flow. They present
observational evidence indicating that cyclones moving
into a background diffluent flow produce Norwegian-
type cyclone structures, whereas cyclones moving into
a background confluent flow produce Shapiro–Keyser-
type structures. Specifically, a background diffluent flow
stretches the cyclone in a meridional direction, favour-
ing frontogenesis along the cold front and a more
meridionally-oriented warm front. The result is a strong
cold front, a weak warm front, and a narrowing of the
warm sector to form the occluded front. In contrast, back-
ground confluence stretches the cyclones and fronts in a
zonal direction, favouring a strong warm front, a weak
cold front (especially along its northern extent, the frontal
fracture), and the frontal T-bone pattern characteristic of
the Shapiro–Keyser model. Furthermore, the advection
of the strong warm-frontal temperature gradient around
the cyclone favours the development of a bent-back front,
and eventual seclusion.

These results are consistent with conceptual models
of cyclogenesis determined observationally by Evans
et al. (1994), Young (1995), and Sinclair and Revell
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(2000). The fact that jet-entrance and jet-exit regions are
favoured regions for cyclogenesis is a strong argument
for considering zonal variations in the horizontal wind
speed as a possible explanation for cyclone variability.

Schultz et al. (1998) then perform idealized-modelling
experiments to demonstrate these differences in cyclone
structure and evolution. The experiments are performed
by placing a vortex in a background deformation field in
a non-divergent barotropic model where potential tem-
perature is treated as a passive tracer. Despite the sim-
plicity of these experiments, they confirm the results
from the observational studies showing that conflu-
ence and diffluence play a role in affecting lower-
tropospheric cyclonic and frontal structure and evolu-
tion.

In light of these results, an interesting dichotomy
becomes apparent. Although nearly all idealized-mode-
lling studies support the across-jet shear paradigm rather
than the along-jet shear paradigm for explaining the
variations in cyclone structure and evolution, nearly all
observational evidence supports the along-jet wind-speed
paradigm.

One possible reason for this discrepancy is that the
addition of along-jet variability in idealized numerical
models is not as simple as the addition of across-jet
barotropic shear. Schultz et al. (1998) have shown the
feasibility of zonal variability in a barotropic model
with potential temperature as a passive tracer, but fur-
ther experimentation using more sophisticated dynamical
frameworks (e.g. semi-geostrophic, primitive-equation)
has not been attempted.

A second possible reason is that the degree of across-
jet barotropic shear in observations has not yet been
quantified. Indeed, Martius et al. (2007, their section
1) state that, “the understanding of the various interac-
tions among multiple jets and their influence on the life
cycles of baroclinic waves is still incomplete.” There-
fore, the first purpose of the present paper is to show
the feasibility of constructing idealized-modelling studies
using a primitive-equation model with along-jet variabil-
ity, demonstrating that differences in cyclone structure
and evolution are similar to those previously published.

Variations in upper-level cyclonic and frontal struc-
ture have also been examined under different large-
scale flow patterns. Specifically, the addition of anticy-
clonic barotropic shear produces positively-tilted troughs
(troughs oriented southwest–northeast) with thinning
tails at low latitudes. On the other hand, Davies et al.
(1991), Thorncroft et al. (1993), Wernli et al. (1998)
and Hartmann and Zuercher (1998) have shown that the
addition of cyclonic barotropic shear to these idealized-
modelling experiments produces negatively-tilted troughs
(troughs oriented northwest–southeast) and a character-
istic signature in the upper-tropospheric vorticity field
known as compaction (Lackmann et al., 1997). Martius
et al. (2007) show the climatological frequency of LC1
and LC2 cyclones (as determined by the upper-level

potential-vorticity structures), indicating that the distri-
bution of cyclone structures is sensitive to the large-scale
flow pattern.

These evolutions may be compared to those associated
with the along-jet variations in wind speed. Specifically,
Schultz and Doswell (1999) have examined two types
of upper-level frontogenesis occurring over the eastern
North Pacific Ocean (Figure 2): those occurring in south-
westerly flow and northwesterly flow. Southwesterly-
flow upper-level frontogenesis is reminiscent of the sit-
uation of a positively-tilted trough (Figure 2(a)), while
northwesterly-flow upper-level frontogenesis is remi-
niscent of the situation of a negatively-tilted trough
(Figure 2(b)). Schultz and Sanders (2002) have shown
that many trough births in northwesterly flow occur in
background flows that are zonally uniform or diffluent.
In such flows, the vorticity maximum associated with the
developing upper-level front slows down and undergoes
compaction because of the downstream diffluence. A
corresponding climatology of southwesterly-flow upper-
level fronts has not been attempted. We speculate, how-
ever, that such a climatology would favour southwesterly-
flow upper-level frontogenesis in confluent background
flows, because the large-scale deformation would favour
frontogenesis along the confluence downstream of the
trough, as the downstream flow accelerates and stretches
the front along the flow.

The fact that different modes of upper-level frontogen-
esis occur in flows with along-jet variability also suggests
a link with the conceptual models of lower-tropospheric
fronts. Thus, the second purpose of the present paper
is to link these conceptual models of upper-level fronts
(Figure 2) to the large-scale flow environment, and hence
to the conceptual models of lower-tropospheric fronts
(Figure 1).

To demonstrate the relationship between the along-
jet variations in wind speed, low-level frontal structure,
and upper-level frontal structure, we employ idealized-
model experiments with growing baroclinic waves in
background flows with confluence or diffluence. As in
the barotropic experiments of Schultz et al., (1998), we
abstract cyclones into an idealized framework, allow-
ing feedbacks between the dynamics of the cyclone
and the frontal structures and evolutions. The specific
model used, and its configuration for the present study,
is discussed in Section 2. Section 3 presents the lower-
tropospheric evolution in these model experiments; Sec-
tion 4 presents the upper-tropospheric evolution. Finally,
Section 5 presents conclusions.

2. Numerical model, initial conditions, and
experimental design

The idealized experiments are performed with the Penn-
sylvania State University/National Center for Atmo-
spheric Research (PSU/NCAR) Fifth-Generation Meso-
scale Model (MM5) version 2: a non-hydrostatic,
primitive-equation model (Dudhia, 1993; Grell et al.,
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Figure 2. Idealized schematic depiction, on an upper-tropospheric isobaric surface, of the early evolution of an upper-level jet–front system
through a mid-latitude baroclinic wave, over 12–24 h. (a) Southwesterly flow. (b) Northwesterly flow. Solid grey lines indicate geopotential-height
contours; solid black lines indicate isentropes; shading indicates relative vorticity. X marks the relative vorticity maximum. (Figure and caption

from Schultz and Doswell (1999, figure 16)).

1994). The model is configured on an f plane; surface
friction, spherical geometry, topography and moist pro-
cesses are not considered. The model domain extends
25 000 km in the east–west direction and 8000 km in the
north–south direction. We choose such a large domain to
minimize the influence of the lateral boundaries on the
baroclinic waves. There are 30 vertical layers, and the
horizontal grid spacing is 100 km. The upper boundary
is set at a constant potential temperature and pressure
of 510 K and 50 hPa respectively. The lateral bound-
aries are determined by relaxing to an unperturbed and
undeveloped background state.

The procedure for creating initial conditions for dif-
ferent experiments is similar to that of Zhang (2004),
except that three-dimensional (3D) potential vorticity
(PV) inversion is not used. More specifically, a simplified
two-dimensional (2D) PV inversion (Davis and Emanuel,
1991) is first employed to create a 2D idealized baroclinic
jet, as in (Simmons and Hoskins, 1978). We construct two
3D fields, one for a strong jet (maximum wind speed of

67 ms−1) and one for a weak jet (maximum wind speed
of 45 ms−1). Cross-sections of the two jets after 2D PV
inversion are shown in Figure 3. Both strong and weak
jets have uniform stratospheric PV of 4.0 PVU and uni-
form trapospheric PV of 0.5 PVU. The strong jet has a
much steeper slope to the tropopause within the jet core.
Because the background flow is in thermal-wind balance
initially, the strong-jet and weak-jet cases also represent
strong and weak baroclinicity, respectively.

The 2D jet is then expanded in the along-jet direction,
assuming zonal homogeneity, to create a 3D basic state.
The strong and weak jets are joined together with a
3000 km-long transition zone, over which the wind speed
varies linearly, to create the initial basic state for a
diffluent or confluent jet. Specifically, for the diffluent
basic state, the strong jet occupies the western side of
the domain (0–6000 km in the zonal direction), with a
linear decrease in the transition zone (6000–9000 km),
and the weak jet occupies the eastern side of the
domain (9000–25 000 km). The confluent basic state is
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Figure 3. Vertical cross-sections of (a) strong and (b) weak jets: potential temperature (thin solid lines every 6 K); wind speed (thick solid lines
every 10 ms−1); dynamic tropopause (thick dashed line, 1.5 PVU).

configured similarly, except that the weak jet is in the
west and the strong jet is in the east.

A barotropic warm perturbation with a maximum tem-
perature anomaly of 2 K centred within the jet seeds
the baroclinic development for the experiments. The per-
turbation takes the form of a sinusoidal variation over
one zonal wavelength of 3000 km, and cosine-squared
variation decreasing to zero in the north–south direction
over a distance of 3000 km. The location of the perturba-
tion is chosen so that the growing baroclinic disturbance
remains in the transition zone for as long as possible. For
the confluent (diffluent) case, the perturbation originates
7500 km (6000 km) from the western side of the domain.

Two additional experiments are performed, allowing
the basic state to evolve without the barotropic warm
perturbations (not shown). These experiments develop
baroclinic waves from within the transition zone. How-
ever, their development is much slower than the baro-
clinic waves spawned by the warm perturbations. Conse-
quently, we believe that the development of the baroclinic
waves in the confluent and diffluent cases is dominated
by the growing warm perturbations being influenced by
the large-scale deformation field, rather than by the devel-
opment of perturbations within the transition zone.

3. Lower-tropospheric frontal structure and
evolution

In this section, we compare the lower-tropospheric frontal
structures and evolutions in the model experiments with
confluent and diffluent background flows. One diagnostic
we choose for this comparison is the adiabatic Petterssen
(1936) frontogenesis function F2, the Lagrangian rate
of change of the magnitude of the horizontal potential-
temperature gradient due to the horizontal wind:

F2 = d

dt
|∇Hθ |, (1)

where
d

dt
= ∂

∂t
+ u

∂

∂x
+ v

∂

∂y
,

and
∇H = i

∂

∂x
+ j

∂

∂y
.

Differentiation on a constant pressure surface is implicit.
This expression can be expanded to:

F2 = 1

|∇Hθ |
{

∂θ

∂x

(
−∂u

∂x

∂θ

∂x
− ∂v

∂x

∂θ

∂y

)

+ ∂θ

∂y

(
−∂u

∂y

∂θ

∂x
− ∂v

∂y

∂θ

∂y

)}
. (2)

This is the sum of terms 2, 3, 6, and 7 in Bluestein (1986,
p. 181; 1993, p. 253). Because Petterssen (1936) fronto-
genesis is related to the horizontal processes promoting
the strengthening of a front and the vertical circulation
associated with a frontal zone (e.g. Keyser et al., 1988),
we use F2 to locate the active front on a surface or near-
surface map.

Figure 4 shows the 850 hPa evolution of the experi-
ment with the growing perturbation within background
confluence (CONF), from 84 h into the experiment. The
850 hPa cyclone is initially elongated zonally (Figure 4
(a) and (b)), but as the cyclone deepens rapidly after
96 h, it becomes more circular (Figure 4(c)). The rel-
ative cyclonic vorticity also remains primarily zonally-
elongated, most strongly along the warm front (Figure 4
(a), (b) and (c)). Throughout the evolution of the cyclone,
the warm front remains the strongest front, although the
cold front intensifies substantially after 96 h (Figure 4
(d), (e) and (f)). A well-defined break in frontogene-
sis occurs along the northern end of the cold front,
representing the frontal fracture. The cold front is also
nearly perpendicular to the warm front, giving a structure
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Figure 4. Evolution of a growing baroclinic disturbance in confluent background flow (CONF), at 84 h ((a) and (d)), 96 h ((b) and (e)), and
120 h ((c) and (f)). L and H indicate locations of minimum and maximum geopotential height, respectively. Only a portion of the computational
domain is shown. Top: 850 hPa geopotential height (solid lines every 6 dam); potential temperature (dashed lines every 4 K); relative vorticity of
the total wind (shaded according to scale in units of 10−5 s−1). Bottom: 850 hPa potential temperature (solid lines every 4 K); Petterssen (1936)
frontogenesis due to total horizontal wind F2 (contoured and shaded according to scale in units of 10−1 K (100 km)−1(3 h)−1, positive values
solid and negative values dashed); axes of dilatation of total horizontal wind (scale in (d), in units of 10−5 s−1, displayed axes of dilatation

separated by 300 km (three grid-point spacings)).

Figure 5. As Figure 4, but for growing baroclinic disturbance in diffluent background flow (DIFF) at 60 h ((a) and (d)), 72 h ((b) and (e)), and
84 h ((c) and (f)).

resembling the frontal T-bone described by Shapiro and
Keyser (1990). Finally, the baroclinicity associated with
the warm front is advected equatorward behind the low
centre in the northerly flow, creating a bent-back warm
front and warm seclusion (Figure 4(f)). All of these char-
acteristics of the low-level fronts are reminiscent of the
Shapiro–Keyser cyclone model, and are consistent with
the barotropic-model experiment in confluence performed
by Schultz et al. (1998, figure 14).

Figure 5 shows the 850 hPa evolution of the experi-
ment with the growing perturbation within background
diffluence (DIFF), from 60 h into the experiment. The
evolution occurs faster than in CONF (note the 12 h
spacing between panels in Figure 5, compared with the
24 h spacing between panels in Figure 4). The 850 hPa
cyclone is initially elongated zonally (Figure 5 (a) and
(b)), but as it deepens after 72 h it becomes more circular
(Figure 5(c)). Throughout the evolution of the cyclone,
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the cold front remains the strongest front (Figure 5 (d),
(e) and (f)). Unlike in CONF, the northern end of the
cold front remains strong near the low centre, even as
the cold front and warm front meet, forming a narrowing
warm tongue reminiscent of a developing occluded front.
These characteristics resemble those of the Norwegian
cyclone model, and are consistent with the barotropic-
model experiment in diffluence of Schultz et al. (1998,
figure 13).

These results confirm many of the earlier results of
Schultz et al. (1998) obtained using a barotropic model
with potential temperature as a passive tracer. Specif-
ically, cyclones in confluent background flow develop
many of the features of the Shapiro–Keyser cyclone
model, while cyclones in diffluent background flow
develop many of the features of the Norwegian cyclone
model.

One exception is that in the CONF case, the cyclone
eventually evolves more Norwegian-like features after
about 120 h (Figure 4(c)), because the baroclinicity
allows warm advection to build the ridge and increase
downstream diffluence. This is in contrast to the barotro-
pic experiments of Schultz et al. (1998), where no such
downstream ridge develops, because the potential tem-
perature in the barotropic experiments is not dynami-
cally active. (Nakamura (1993) finds similar results when
cyclonic barotropic shear increases during cyclogenesis:
the addition of such shear leads to more Norwegian-like
characteristics (e.g. Davies et al., 1991).) Nevertheless, in
this respect the original schematic of Shapiro and Keyser
(1990, figure 10.27) strongly resembles CONF.

A second exception arises because the cyclones in
DIFF and CONF deepen at different rates. The DIFF
cyclone develops slightly faster than the CONF cyclone
before 84 h (compare Figures 5(a) and 4(c)). But
when the cyclone in CONF reaches the region of
stronger baroclinicity downstream, it develops explo-
sively (Figure 4(c)), whereas the DIFF cyclone moves
into the weaker baroclinicity and develops less rapidly
(not shown). Such baroclinic development does not occur
in the barotropic experiments of Schultz et al. (1998).

A third exception is that, because of the thermal-wind
balance, the baroclinic zone downstream of the cyclone
in CONF is stronger than the baroclinic zone downstream
of the cyclone in DIFF (compare Figures 4(d) and 5(d)).
This provides initially stronger baroclinicity to feed the
warm front in the CONF case, further helping to make
the warm front in CONF stronger than the warm front in
DIFF (compare Figures 4(f) and 5(f)).

4. Upper-tropospheric frontal structure

In this section, we compare the upper-tropospheric frontal
structures and evolutions in the model experiments with
different background flows. One diagnostic we choose
for this comparison is the adiabatic frontogenesis function
F3, the Lagrangian rate of change of the magnitude of the
horizontal potential-temperature gradient due to the 3D

wind. We use the form given by Miller (1948, equation 7)
and the adiabatic form of Bluestein (1986, p. 181; 1993,
p. 253), except that we use the horizontal rather than the
3D potential-temperature gradient:

F3 = d

dt
|∇Hθ |, (3)

where
d

dt
= ∂

∂t
+ u

∂

∂x
+ v

∂

∂y
+ w

∂

∂z
.

This expression can be expanded to:

F3 = Fdef + Ftilt, (4)

where

Fdef = 1
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,

and

Ftilt = − 1
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∂z

(
−∂w

∂x

∂θ

∂x
− ∂w

∂y

∂θ

∂y

)
.

The term Fdef, called the deformation term, represents the
horizontal processes intensifying the horizontal potential-
temperature gradient. On a constant pressure surface, this
term is equivalent to Petterssen (1936) frontogenesis and
F2 in Equation (1). The term Ftilt, called the tilting term,
is equivalent to the sum of terms 4 and 8 in (Bluestein,
1986, p. 181; 1993, p. 253). The tilting term accounts
for the role of the vertical motion w in altering the
horizontal potential-temperature gradient through tilting
of isentropes from horizontal to vertical. Thus, F3 as
given by Equation (4) can be used to explain how the
horizontal gradient of potential temperature is changing
instantaneously because of the 3D flow.

Figure 6 shows the 500 hPa evolution of CONF,
from 84 h into the experiment. The 500 hPa vorticity is
initially zonally-elongated, in association with the posi-
tively-tilted trough (Figure 6 (a) and (b)); but eventually
it becomes meridionally-elongated, with the amplification
of the baroclinic wave (Figure 6(c)). Along the front,
especially in the base of the trough, geostrophic cold
advection is occurring, which helps to amplify the upper-
level front, through the Shapiro effect. This is the process
whereby both confluence and cold advection act to
enhance upper-level frontogenesis: it was studied by
Shapiro (1981), Keyser and Pecnick (1985), Keyser et al.
(1986) and Reeder and Keyser (1988), and reviewed
by Keyser and Shapiro (1986); the term was coined by
Rotunno et al. (1994). This upper-level front associated
with substantial geostrophic cold advection along its
length is consistent with the (Schultz and Doswell,
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Figure 6. Evolution of a growing baroclinic disturbance in confluent
background flow (CONF) at (a) 84 h, (b) 96 h, and (c) 120 h. L
and H indicate locations of minimum and maximum geopotential
height, respectively. Only a portion of the computational domain is
shown. 500 hPa geopotential height (solid lines every 6 dam); potential
temperature (dashed lines every 4 K); relative vorticity of the total wind

(shaded according to scale in units of 10−5 s−1).

1999) conceptual model of southwesterly-flow upper-
level frontogenesis (Figure 2(a) (ii)).

In contrast, Figure 7 shows the 500 hPa evolution
of DIFF from 60 h. The 500 hPa vorticity is initially
elongated along a northwest–southeast axis, in associa-
tion with the negatively-tilted trough (Figure 7 (a) and
(b)). As the system evolves, the vorticity rolls up in

5 10 15 20 25

(a) DIFF: 60-h 500-hPa REL. VORTICITY, HEIGHT, THETA
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Figure 7. As Figure 6, but for growing baroclinic disturbance in
diffluent background flow (DIFF) at (a) 60 h, (b) 72 h, and (c) 84 h.

the base of the 500 hPa trough, as the trough devel-
ops closed 500 hPa-height contours (Figure 7(c)). The
strongest geostrophic cold advection occurs in the base
of the trough.

In both cases, but especially in DIFF, the evolution of
the vorticity is reminiscent of the compaction process for
upper-tropospheric cyclogenetic precursors described by
Lackmann et al. (1997). In addition, the deeper 500 hPa
low centre after 96 h in CONF is consistent with the
deeper surface low (compare Figures 6(c) and 4(c)).
This upper-level frontogenesis in northwesterly flow is
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consistent with the Schultz and Doswell (1999) concep-
tual model of northwesterly-flow upper-level frontogen-
esis (Figure 2(b)).

The evolution of the 500 hPa fronts and the terms in
Equation (4) are shown for CONF and DIFF in Figures 8
and 9 respectively. In CONF, positive Fdef occurs primar-
ily near the base, and slightly to the west, of the trough
(Figure 8 (c) and (d)). Tilting frontogenesis Ftilt forms

an asymmetric dipole (frontogenesis exceeding frontol-
ysis in magnitude) across the Fdef maximum (Figure 8
(e) and (f)), so that the total frontogenesis F3 occurs
primarily in the base, and on the eastern side, of the
trough during cyclogenesis (Figure 8(a) and (b)). Conse-
quently, both Fdef and Ftilt contribute to the total fron-
togenesis along the upper-level front. Maxima of defor-
mation frontogenesis and of tilting frontogenesis overlap

Figure 8. Evolution of a growing baroclinic disturbance in confluent background flow (CONF) at 96 h ((a), (c) and (e)) and 120 h ((b), (d)
and (f)). Only a portion of the computational domain is shown. Upper panels (a, b): 500 hPa total frontogenesis F3 (contoured and shaded
according to scale in units of 10−1 K (100 km)−1(3 h)−1, positive values solid and negative values dashed); potential temperature (solid lines
every 4 K). Middle panels (c, d): 500 hPa potential temperature (solid lines every 4 K); deformation frontogenesis Fdef due to total horizontal
wind (contoured and shaded according to scale in units of 10−1 K (100 km)−1(3 h)−1, positive values solid and negative values dashed); axes of
dilatation of total horizontal wind (in units of 10−5 s−1, displayed axes of dilatation separated by 300 km (three grid-point spacings)). Lower
panels (e, f): 500 hPa potential temperature (solid lines every 4 K); tilting frontogenesis Ftilt (contoured and shaded according to scale in units

of 10−1 K (100 km)−1(3 h)−1, positive values solid and negative values dashed).
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Figure 9. As Figure 8, but for growing baroclinic disturbance in diffluent background flow (DIFF) at 60 h ((a), (c) and (e)) and 84 h ((b), (d)
and (f)).

along the upper-level front, implying enhanced upper-
level frontogenesis.

By contrast, in DIFF, the upper-level front forms to
the west of the trough (Figure 9), as in the classic
cases of observed upper-level frontogenesis (e.g. Reed
and Sanders, 1953; Newton, 1954; Reed, 1955; Newton,
1958; Shapiro, 1970; Sanders et al., 1991). At 60 h,
frontogenesis F3 is dominated by tilting frontogenesis,
as deformation frontogenesis is negative in the region
where F3 is positive (Figure 9 (a), (c) and (e)). By
84 h, however, deformation frontogenesis has increased

and overlaps regions of positive tilting frontogenesis
(Figure 9 (b), (d) and (f)). Thus, tilting frontogenesis
dominates early on, whereas both deformation and tilting
frontogenesis become important later. As the upper-level
front rounds the base of the trough, frontolysis due
to both the deformation and the tilting terms weakens
the eastern end of the front (Figure 9 (b), (d) and (f)).
This case is similar to the northwesterly-flow case in
diffluence presented by Schultz and Sanders (2002, figure
7), where tilting dominates over deformation. It differs
from the cases presented by Bosart (1970, 2003) because
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frontolysis on the eastern side of the trough in DIFF is
due to both deformation and tilting, whereas the cases
discussed by Bosart (1970, 2003) feature frontolysis
due to tilting but frontogenesis due to deformation. In
DIFF, deformation and tilting frontogenesis extend along
the length of the upper-level front, in contrast to the
experiment of Rotunno et al. (1994), where there is no
overlap between deformation and tilting frontogenesis at
day 7 (Rotunno et al., 1994, figure 19) and overlap occurs
only along the southernmost portion of the upper-level
front in northwesterly flow (Rotunno et al., 1994, figure
20).

5. Conclusions

The purpose of this study is to discuss the factors
affecting the life cycles of baroclinic waves: specifically,
the role of the large-scale flow.

This study proffers two paradigms. In the first para-
digm, across-jet (meridional, for zonally-oriented jets)
barotropic shear is added to idealized-numerical-model-
ling studies of growing baroclinic waves to produce
different life cycles. In the absence of barotropic
shear, the resulting life cycle is similar to that of
the Shapiro–Keyser cyclone model. When cyclonic
barotropic shear is added, the resulting life cycle resem-
bles that of the Norwegian cyclone model. When anticy-
clonic barotropic shear is added, the resulting life cycle
resembles that of open-wave frontal waves. Despite sev-
eral idealized-numerical-modelling studies demonstrating
the relationship between across-jet barotropic shear and
cyclone structure, quantitative observational evidence is
still lacking.

In the second paradigm, along-jet (zonal, for zonally-
oriented jets) variations in wind speed are considered
to control the life cycles of baroclinic waves. Observa-
tional studies relate different cyclone structures and evo-
lutions to confluence at jet-entrance regions or diffluence
at jet-exit regions, both types of regions being favourable
for cyclogenesis. In contrast to the first paradigm,
idealized-numerical-modelling studies supporting these
results are rare. Although Schultz et al. (1998) have per-
formed non-divergent barotropic-model experiments with
potential temperature as a passive tracer, the present
study uses a primitive-equation baroclinic channel model.
These two studies produce similar results, indicating
that cyclones in flows with large-scale confluence pro-
duce Shapiro–Keyser-type cyclones while cyclones in
flows with large-scale diffluence produce Norwegian-type
cyclones. Background confluence stretches the cyclones
and fronts in a zonal direction, favouring a strong warm
front and the frontal T-bone pattern characteristic of the
Shapiro–Keyser model. Furthermore, the advection of
the strong warm-frontal temperature gradient around the
cyclone favours the development of a bent-back front
and eventual seclusion. Background diffluence stretches
the cyclones and fronts in a meridional direction, favour-
ing a strong cold front and the narrowing of the warm
sector to form an occluded front.

Different evolutions of upper-level frontogenesis also
occur in these different flow patterns. In the case of
large-scale confluence, upper-level frontogenesis occurs
primarily in the southwesterly flow on the eastern side of
the large-scale trough, where frontogenesis is favoured
downstream of the trough, as the flow is accelerated
and stretched by the confluence. By contrast, in the
case of large-scale diffluence, upper-level frontogenesis
occurs primarily on the western side of the large-scale
trough, where the upper-level vorticity maximum is
slowing down and undergoing compaction because of the
diffluence.

To date, the reigning paradigm for explaining the vari-
ability of the life cycles of extratropical cyclones has
been the across-jet shear paradigm, best conceptualized
by the LC1, LC2 and LC3 life cycles derived from
idealized-modelling experiments (e.g. Thorncroft et al.,
1993; Shapiro et al., 1999). The present paper argues
that zonal variability in the jet stream (i.e. the along-jet
paradigm) favours different cyclonic and frontal evolu-
tions, in both the lower and the upper troposphere. We
argue that there is abundant observational evidence link-
ing cyclogenesis to the jet-entrance and jet-exit regions.
Idealized-modelling experiments with both barotropic
and baroclinic models, demonstrating the variability of
cyclone structures and evolutions, also support the along-
jet paradigm.
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