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ABSTRACT

Land surface models (LSMs) and hydrologic models are parameterized models. The number of involved parameters is often large. Sensitivity analysis (SA) is a key step to understand the complex relationships between parameters and between state variables and parameters. SA is also critical to understand system dynamics and to examine the parameter identifiability. In this paper, parameter SA for a fully coupled, physically based, distributed land surface hydrologic model, namely, the Flux–Penn State Integrated Hydrologic Model (Flux–PIHM), is performed. Multiparameter and single-parameter tests are performed to examine the three dimensions of identifiability: distinguishability, observability, and simplicity. Results show that Flux–PIHM model predictions of discharge, water table depth, soil moisture, land surface temperature, and surface heat fluxes are very sensitive to the selection of parameter values. Parameter uncertainties produce large uncertainties in hydrologic and land surface variable predictions. The van Genuchten parameters \( a \) and \( b \) and the Zilitinkevich parameter \( C_{z} \) are the most identifiable among the 20 tested parameters. Results indicate that the land surface and the subsurface are closely coupled. Hydrologic parameters have significant influence on land surface simulations. At the same time, land surface parameters have considerable impacts on hydrologic simulations; the evapotranspiration prediction prior to a strong precipitation event is critical for initializing accurate prediction of discharge peaks. Results also show that parameter identifiability depends on seasons and canopy wetness. Parameter identifiability at high and low flow conditions can be extremely different. Complex system dynamics have been revealed during the SA.

1. Introduction

Numerical models are important tools for the forecasting of complex processes in natural systems. They can improve our understanding of those complex processes and help incorporate this understanding into decision making. Land surface models (LSMs) and hydrologic models are the numerical models designed for the forecasting and study of land surface and hydrologic processes. Overparameterization and parameter values are one of the main sources of uncertainties of hydrologic models and LSMs.

Generally, there are two types of parameters in numerical models: physical parameters and process parameters. Physical parameters are measurable parameters with physical meanings. Process parameters are those parameters that cannot be measured directly because of practical or theoretical reasons. Parameter uncertainties could be large if a process parameter is poorly defined, if a physical parameter is not accurately measured, or if a parameter is not sufficiently representative (Prihodko et al. 2008). In LSMs and hydrologic models, the physical parameter values in actual field conditions might be substantially different from those measured in the laboratory; the range of variation in parameter values could span orders of magnitude, especially in hydrologic models (Bras 1990). Some physical parameters have considerable spatial heterogeneity, which weakens the representativeness of the measured parameter values. To reduce the uncertainty in model parameters and to yield the observed system response, LSM and hydrologic model parameters need to be tuned or calibrated.
The calibration of LSM and hydrologic model parameters has been the focus of many studies (e.g., Gupta and Sorooshian 1985; Sellers et al. 1989; Sorooshian et al. 1993; Franchini 1996; Gupta et al. 1999; Xia et al. 2002; Wagener et al. 2003; Jackson et al. 2003; Moradkhani et al. 2005; Kollat and Reed 2006; Xie and Zhang 2010; Cammalleri and Ciraolo 2012; Yu et al. 2013).

Model sensitivity analysis (SA) is a vital step toward successful parameter estimation. Both LSMs and hydrologic models are parameterized models. Model structures are complex, and the number of involved parameters is often large. Because of the limitation of computational capabilities, optimization algorithms, and model parameterizations, not all model parameters can be estimated in complex models. SA analyzes the influence of model parameters on model predictions. Parameter estimation efforts can be guided by the results of SA.

SA is critical to understanding complex system dynamics within numerical models. It provides insights into model structures and system dynamics. The non-uniqueness of numerical model parameters and structures, that is, equifinality (Beven 1993), reveals that there exist strong interactions between model parameters. The SA provides a means to understand the complex interaction between model parameters and the relationship between state variables and parameters. SA can also guide observational system designs.

There are a number of SA methods that are available, for example, the Sobol’ (1993) method, the Morris (1991) method, the nominal range method, the Fourier amplitude sensitivity test (FAST; Cukier et al. 1973, 1975, 1978), the regression method, regional sensitivity analysis (RSA; Hornberger and Spear 1981; Freer et al. 1996), and scatterplots. Those SA methods have been widely used for land surface and hydrologic models (e.g., Salehi et al. 2000; Cullmann et al. 2006; Demaria et al. 2007; Tang et al. 2007; Pappenberger et al. 2008; Hall et al. 2009; Reusser et al. 2011; Massmann and Holzmann 2012). The comparison of SA methods has been the interest of many studies (e.g., Saltelli et al. 2005; Frey and Patil 2002; Hall et al. 2009; Confalonieri et al. 2010; Reusser et al. 2011; Massmann and Holzmann 2012). Different SA methods have been found to reveal different sensitivity rankings in complex models (Campolongo and Saltelli 1997; Helton et al. 2006; Tang et al. 2007; Pappenberger et al. 2008; Sun et al. 2012). Each method has its own strengths, limitations, and demands, and no method is clearly superior to others (Frey and Patil 2002). Some methods, like the Sobol’ method, are more appropriate for systems with strong nonlinearity, but are computationally expensive. Other methods, like the nominal range method and the regression method, are limited to models with strong linearity but are much less computationally intensive. Choosing the appropriate SA methods therefore depends on the goal of the SA and the computational cost of the model (Saltelli et al. 2006; Reusser et al. 2011).

The Flux–Penn State Integrated Hydrologic Model (Flux–PIHM; Shi et al. 2013a) is a coupled, physically based land surface hydrologic model that incorporates a land surface scheme into the Penn State Integrated Hydrologic Model (Qu 2004; Qu and Duffy 2007; Kumar 2009). The land surface scheme is mainly adapted from the Noah LSM (Chen and Dudhia 2001; Ek et al. 2003). Flux–PIHM was manually calibrated and evaluated at a small watershed in central Pennsylvania (Shi et al. 2013a). Manual calibration, however, is highly time consuming and labor intensive. The now widely used data assimilation method, the ensemble Kalman filter (EnKF; Evensen 1994), provides the possibility for automatic sequential calibration for complex models like Flux–PIHM, a spatially distributed, physically based, and fully coupled land surface hydrologic model. Prior to parameter estimation using EnKF, SA needs to be performed to guide the parameter estimation efforts. The large computational cost of the physically based model limits the choices of SA methods. Fortunately, the responses of hydrologic models to the variations of inputs (forcing and parameters) are often found to be nearly linear (Hall et al. 2009; Sun et al. 2012). Therefore, the SA methods for linear models are applicable to computational intensive hydrologic models (Hall et al. 2009; Sun et al. 2012) like Flux–PIHM.

Aksoy et al. (2006) used the concept of parameter identifiability as an indicator for whether or not a parameter could be estimated successfully using the EnKF. Zupanski and Zupanski (2006) and Nielsen-Gammon et al. (2010) generalized the characteristics of parameters for successful estimation as observability, simplicity, and distinguishability. Nielsen-Gammon et al. (2010) concluded these characteristics as the three dimensions of parameter identifiability. Observability describes how strongly the change of parameter values could be reflected onto observation space. High observability means that a change in parameter values could lead to a relatively large change in model predictions. Simplicity describes how smoothly model predictions vary with the change of parameter values. An ideal simplicity is that the model predictions vary monotonically with the change of parameter values. Distinguishability describes how effectively the impact of one parameter could be distinguished from other parameters. Low observability, low simplicity, or low distinguishability could make parameter estimation difficult to perform. Nielsen-Gammon et al. (2010) used a combination of the regression method (correlation coefficient ranking), the
nominal range method, and scatterplots to examine those characteristics and identified the model parameters suitable for parameter estimation. Those SA methods have been proven useful for EnKF implementation (Aksoy et al. 2006; Nielsen-Gammon et al. 2010; Hu et al. 2010) and are suitable for a model like Flux–PIHM, which has large computational cost but relatively strong linearity.

In this paper, SA analysis is performed in preparation for Flux–PIHM parameter estimation using EnKF (Shi et al. 2013b, manuscript submitted to Water Resour. Res.), under the framework provided by Nielsen-Gammon et al. (2010). The SA aims to select the most identifiable Flux–PIHM model parameters to be estimated using EnKF and to help interpret EnKF parameter estimation results. Complex system dynamics are revealed when examining model parameter sensitivities. By examining the sensitivity of hydrologic variables to land surface parameters and sensitivity of land surface variables to hydrologic parameters, the SA is also expected to enhance our understanding of land surface–subsurface interactions within Flux–PIHM.

2. Flux–PIHM model parameters

As a coupled land surface hydrologic model, Flux–PIHM has a high dimensional parameter space. Those parameters can be divided into hydrologic parameters and land surface parameters, depending on the module in which the parameters appear.

The hydrologic parameters included in the SA are the van Genuchten (1980) soil parameters $\alpha$ and $\beta$, the vertical hydraulic conductivity of infiltration layer $K_{\text{intV}}$, the vertical hydraulic conductivity of soil layer $K_V$, the vertical macropore hydraulic conductivity $K_{\text{macV}}$, the effective porosity $\Theta_e$, and the riverbed roughness $n_{riv}$. The calibration of those parameters has been the focus of many studies (e.g., Beven and Binley 1992; Eckhardt and Arnold 2001; Henriksen et al. 2003; Tang et al. 2006; Yu et al. 2013). The van Genuchten soil parameters $\alpha$ and $\beta$ determine the soil water retention curve as well as the unsaturated hydraulic conductivities. The parameter $\alpha$ is the inverse of the air-entry value of soil, and $\beta$ is the pore size distribution index. The soil water retention curve defines the saturation ratio of soil $\theta$ at different pressure heads $h$. In the van Genuchten (1980) equation,

$$\theta = \left[ \frac{1}{1 + (ah)^\beta} \right]^{1-(1/\beta)},$$

and $h$ is assumed to be positive for simplification. The parameters $K_{\text{intV}}$ and $K_V$ control soil infiltration and groundwater recharge. The parameter $K_{\text{macV}}$ could have impacts on soil infiltration and groundwater recharge, depending on the thickness of the macropore layer. The parameter $\Theta_e$ defines the water capacity of soil, and $n_{riv}$ affects the channel flow rate. Note that the hydrologic parameters that control the horizontal groundwater flow and the water flow between the aquifer and the river channel are not included in the SA. The calibration of those parameters is performed by matching the modeled and observed discharge recession curves and water table depths. Those parameters can be relatively accurately determined using only a few observations; therefore, they can be excluded from the SA to reduce the parameter dimension. The values of those parameters are set to their manually calibrated parameter values as in Shi et al. (2013a).

The land surface parameters included in the SA are the Zilitinkevich (1995) parameter $C_{\text{zil}}$, the reference visible solar radiation $R_{\text{gl}}$, the water vapor exchange coefficient $h_v$, the reference temperature $T_{\text{ref}}$, the field capacity $\Theta_{\text{ref}}$, the soil wilting point $\Theta_w$, the soil evaporation coefficient $f_x$, the canopy evaporation coefficient $f_x^c$, the surface albedo $A$, the reference canopy water capacity $S$, and the reference drip rate $k_D$. The Zilitinkevich parameter $C_{\text{zil}}$ affects the ratio between the roughness length for heat (moisture) and the roughness length for momentum, which in turn affects the surface exchange coefficients for heat and momentum (Chen et al. 1997). Zilitinkevich (1995) formulates the ratio between the roughness length for heat and the roughness length for momentum as a function of the roughness Reynolds number:

$$\frac{z_{0h}}{z_{0t}} = \exp \left( kC_{\text{zil}} \sqrt{Re^*} \right),$$

(2)

where $z_{0h}$ is the roughness length for momentum, $z_{0t}$ is the roughness length for heat, and $k = 0.4$ is the von Kármán constant. Parameter $Re^*$ is the roughness Reynolds number formulated as

$$Re^* = \frac{u_{*}^3 z_{0m} \rho}{\nu},$$

(3)

where $u_{*}$ is the surface friction velocity, and $\nu$ is the kinematic molecular viscosity. Transpiration is constrained by the canopy resistance ($R_c$), which is affected by photosynthetically active radiation (PAR), air temperature, air humidity, and soil moisture. Impacts of those environmental forcing variables are modulated by parameters $R_{\text{gl}}$, $h_v$, $T_{\text{ref}}$, $\Theta_{\text{ref}}$, and $\Theta_w$:

$$R_c = \frac{R_{\text{min}}}{\text{LAI} \times F_1 \times F_2 \times F_3 \times F_4},$$

(4)
the specific humidity of air, leaf area index, stomatal resistance (Dickinson et al. 1993), LAI is the range \((0, 1]\). Here so soil moisture, respectively, and are constrained in the vapor pressure deficit, air temperature, and root zone

where \(F_1, F_2, F_3,\) and \(F_4\) represent impacts from PAR, vapor pressure deficit, air temperature, and root zone soil moisture, respectively, and are constrained in the range \((0, 1]\). Here \(R_{\text{cmax}} = 5000 \text{ s m}^{-1}\) is the cuticular stomatal resistance (Dickinson et al. 1993). LAI is the leaf area index, \(S \downarrow\) is the downward solar radiation, \(q\) is the specific humidity of air, \(q_s\) is the saturation specific humidity at air temperature, \(T_a\) is the air temperature, \(N_{\text{root}}\) is the total number of soil layers containing root, \(d_z\) is the thickness of the \(i\)th soil layer, and \(d_{\text{root}}\) is the total depth of root zone. Soil evaporation is affected by parameters \(\Theta_{\text{ref}}, \Theta_w,\) and \(f_x:\)

\[
E_{\text{soil}} = (1 - \sigma_f) \left( \frac{\Theta_{\text{ref}} - \Theta_w}{\Theta_{\text{ref}} - \Theta_w} \right)^{f_x} E_p,
\]

where \(\sigma_f\) is the vegetation fraction, \(\Theta_{\text{ref}}\) is the volumetric soil moisture of the top soil layer, and \(E_p\) is the potential evapotranspiration. The canopy evaporation coefficient \(f_x\) influences canopy evaporation and transpiration. The canopy evaporation is calculated as

\[
E_c = \sigma_f E_p \left( \frac{W_c}{W_{\text{cmax}}} \right)^{f_x},
\]

where \(W_c\) is the storage of canopy interception, \(W_{\text{cmax}}\) is the maximum canopy water capacity, and \(f_x\) is the canopy evaporation coefficient. The canopy transpiration is determined by

\[
E_t = \sigma_f E_p B_c \left[ 1 - \left( \frac{W_c}{W_{\text{cmax}}} \right)^{f_x} \right],
\]

where \(B_c\) is a function of canopy resistance \((R_c).\) The reference canopy capacity \(S\) has impacts on both maximum canopy interception storage and canopy drip. Canopy drip is also affected by the reference drip rate \(k_D.\) The maximum canopy interception is formulated as

\[
W_{\text{cmax}} = S \times \text{LAI},
\]

where \(S\) is the reference canopy water capacity. The canopy drip rate

\[
M = \begin{cases} 
    k_D \exp \left( b \frac{W_c}{W_{\text{cmax}}} \right), & 0 < W_c \leq W_{\text{cmax}} \\
    k_D \exp \left( b \right) + \frac{W_c - W_{\text{cmax}}}{\Delta t}, & W_c > W_{\text{cmax}}
\end{cases}
\]

where \(\Delta t\) is the model time step. The surface albedo \(A\) determines what proportion of solar radiation is reflected by the land surface. A complete list of the twenty potentially identifiable parameters picked out for the SA is presented in Table 1.

3. The ensemble Kalman filter

The EnKF (Evensen 1994) is a widely used data assimilation technique, which combines observations and model forecasts to produce the optimal estimate of the state of the system. The EnKF is a modified version of the Kalman filter (KF; Kalman 1960), and it estimates the model background error covariance structure by performing an ensemble of model runs based on the Monte Carlo method. It was first developed for dynamic state estimation and was later applied to model parameter estimation (e.g., Aksoy et al. 2006; Hu et al. 2010; Cammalleri and Ciraolo 2012). In the EnKF, the posterior estimate of states and parameters \(x^d\) is given by

\[
x^d = x^f + K(y - Hx^f),
\]

and the analysis error covariance is given by

\[
P^a = (I - KH)P^f,
\]

where \(x^f\) is the prior estimate, \(P^f\) is the forecast background error covariance, \(y\) is the observation vector, \(H\) is the observation operator that maps state variables onto observations, \(I\) is the identity matrix, and \(K\) is the Kalman gain matrix defined as

\[
K = P^f H^T (H P^f H^T + R)^{-1},
\]

where \(R\) is the observation error covariance. The EnKF can be used for parameter estimation by expanding the vector of state variable \(x\) to include model parameters. It has been proven efficient in the parameter estimation of conceptual hydrologic models (Moradkhani et al. 2005; Xie and Zhang 2010; Li et al. 2013) and is promising for
the parameter estimation of physically based models such as Flux–PIHM because of its relatively simple conceptual formulation, relative ease of implementation, and affordable computational requirements.

4. Experimental design

The experiment site is the Shale Hills watershed in central Pennsylvania (Fig. 1). The Susquehanna Shale Hills Critical Zone Observatory (SSHCZO) now exists in this watershed. A real-time hydrologic monitoring network (RTHnet) is operating in SSHCZO. The Shale Hills watershed is a small-scale (0.08 km²), V-shaped, forested catchment, characterized by relatively steep slopes and narrow ridges. Surface elevation varies from 256 m above sea level at the watershed outlet to 310 m above sea level at the ridge top. A first-order stream forms within the watershed. Five soil series have been identified within the watershed (Lin 2006; Lin and Zhou 2008), which is covered by deciduous forest, evergreen forest, and mixed forest.

The same domain setup and meteorological forcing as in Shi et al. (2013a) are adopted in this study. Considering the availability and importance of different observations, the following observable variables are chosen to test the identifiability of model parameters:

1. outlet discharge rate ($Q$);
2. water table depth at RTHnet wells (WTD), which is represented by the water table depth from the grid surrounded by the RTHnet wells;
3. integrated soil moisture content over the soil column at RTHnet wells (SWC);
4. land surface temperature averaged over the model domain ($T_{sfc}$);
5. sensible heat flux averaged over the model domain ($H$);
6. latent heat flux averaged over the model domain (LE); and
7. canopy transpiration averaged over the model domain ($E_t$).

The locations for the outlet discharge gauge and the RTHnet wells are presented in Fig. 1.

Observations of the outlet discharge rate, water table depth, integrated soil moisture, and sensible and latent heat fluxes are already available at SSHCZO and have been used for manual model calibration (Shi et al. 2013a). Although the transpiration rate observations are not yet

<table>
<thead>
<tr>
<th>Parameter</th>
<th>A priori value</th>
<th>Plausible range of calibration coefficient</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>$K_{sat}$ (m day$^{-1}$)</td>
<td>18.11</td>
<td>0.01–100</td>
<td>1, 3, 5, 6, 8</td>
</tr>
<tr>
<td>$K_V$ (m day$^{-1}$)</td>
<td>5.89</td>
<td>0.01–100</td>
<td>1, 3, 5, 6, 8</td>
</tr>
<tr>
<td>$K_{macV}$ (m day$^{-1}$)</td>
<td>1811.00</td>
<td>0.3–1.2</td>
<td>5, 8</td>
</tr>
<tr>
<td>$\Theta_i$ (m$^3$ m$^{-2}$)</td>
<td>0.48</td>
<td>0.3–1.2</td>
<td>5, 8</td>
</tr>
<tr>
<td>$\alpha$ (m$^{-1}$)</td>
<td>2.46</td>
<td>0.3–1.2</td>
<td>5, 8</td>
</tr>
<tr>
<td>$\beta$ (-)</td>
<td>1.20</td>
<td>0.3–1.2</td>
<td>5, 8</td>
</tr>
<tr>
<td>$\Theta_{st}$ (m$^3$ m$^{-2}$)</td>
<td>0.41</td>
<td>0.3–1.2</td>
<td>5, 8</td>
</tr>
<tr>
<td>$\Theta_w$ (m$^3$ m$^{-2}$)</td>
<td>0.09</td>
<td>0.3–1.2</td>
<td>5, 8</td>
</tr>
</tbody>
</table>

**Vegetation Type**

| A (-) | 0.17 | 0.12 | 0.21 | 0.12–1.2 | 3, 7 |
| $R_{rain}$ (s m$^{-1}$) | 100 | 150 | 125 | 0.3–1.2 | 3, 7 |
| $R_g$ (W m$^{-2}$) | 30 | 30 | 30 | 0.3–1.2 | 3, 7 |
| $h_r$ (-) | 54.53 | 47.35 | 51.93 | 0–1.5 | 3, 7 |
| $q_{we}$ (m$^3$ m$^{-3}$) | 0.04 | 0.5–200 | 6, 8 |
| $K_{macV}$ (m day$^{-1}$) | 1.00 | 0.01–100 | 1, 3, 5, 6, 8 |
| $T_{ref}$ (°C) | 24.82 | 0.8–1.2 | 3, 7 |
| $C_zil$ (-) | 0.10 | 0.1–10 | 2 |
| $f_x$ (-) | 1.00 | 0.1–10 | 2 |
| $f_y$ (-) | 0.50 | 0.8–1.5 | 2 |
| $k_D$ (m day$^{-1}$) | 5.65 × 10$^{-2}$ | 0–5 | 2 |
| $S$ (mm) | 0.20 | 0–5 | 2 |

**Table 1.** Flux–PIHM model parameters for the SA with their a priori parameter values and the plausible ranges of their calibration coefficients. The references are 1) Beven and Binley (1992), 2) Chen et al. (1997), 3) Gupta et al. (1999), 4) Eckhardt and Arnold (2001), 5) Anderton et al. (2002), 6) Henriksen et al. (2003), 7) Jackson et al. (2003), and 8) Tang et al. (2006).
available, sap flux measurements have been collected at SSHCZO and can be used to estimate the canopy transpiration rate. Land surface skin temperature is not measured at SSCZHO yet. It is included because the assimilation of land surface temperature has been proven valuable for land surface simulations (e.g., Anderson et al. 1997; Crow and Wood 2003; Reichle et al. 2010), and land surface temperature can be obtained through remote sensing techniques.

To decrease the dimensionality of parameter space in Flux–PIHM, the single global calibration multiplier method (also called the one-factor method; Pokhrel and Gupta 2010; Wallner et al. 2012) is adopted. The global calibration multiplier, that is, the calibration coefficient, acts on the corresponding soil- or vegetation-related parameters for all soil or vegetation types. By applying global calibration coefficients, the dimension of parameter space is reduced and the ratios between uncalibrated a priori parameters of different soil/vegetation types are preserved. The physically plausible ranges of those model parameter values are obtained from previous studies (e.g., Beven and Binley 1992; Chen et al. 1997; Gupta et al. 1999; Eckhardt and Arnold 2001; Anderton et al. 2002; Henriksen et al. 2003; Vrugt et al. 2003; Jackson et al. 2003; Tang et al. 2006) as well as the experience from manual calibration (Shi et al. 2013a). The range of parameter values is then mapped to the range of the corresponding calibration coefficient, taking into account the parameter values for different soil or vegetation types. The a priori values and the plausible ranges of the calibration coefficients of the tested parameters at the Shale Hills watershed are presented in Table 1.

The SA is designed to select the Flux–PIHM model parameters with high identifiability for parameter estimation using EnKF. The observability, simplicity, and distinguishability of model parameters are examined. As in the work by Nielsen-Gammon et al. (2010), two sets of tests are performed in this study. One is a multiparameter test (global SA), in which all potentially identifiable parameters in Table 1 are perturbed simultaneously within their plausible ranges. The other is a set of single-parameter tests [one-at-a-time (OAT) sampling], in which only one parameter is perturbed with the other parameters set to their default values, which are the manually calibrated parameter values as in Shi et al. (2013a).

Correlation between parameters and observable variables from the multiparameter test is a good indicator of parameter distinguishability (Nielsen-Gammon et al. 2010). The correlation also indicates the likely efficiency of the assimilated observations (Hacker and Snyder 2005). EnKF updates parameter values using the covariance between model parameters and model state variables [Eq. (14)]. Low correlation between model parameters and model variables leads to small Kalman gain, which indicates that the assimilation of the observation has little impact on parameter estimation. Consequently, model parameters that have low correlations with model predictions cannot be updated effectively by EnKF. A total number of 100 Flux–PIHM model runs are performed for the multiparameter test, and the
correlation coefficients between model parameters and observable variables are used to examine parameter distinguishability. We have examined the convergence of the root-mean-square deviations (RMSDs) of observable variables, and the correlations between model parameters and observable variables, with respect to the number of ensemble members. The correlations between parameters and variables generally converge when the number of ensemble members is larger than about 50, while the variable RMSDs converge even faster. Therefore, 100 runs are sufficient for our multiparameter test. Because the main goal of the SA is to select Flux–PIHM model parameters with high identifiability, performing single-parameter tests for those parameters with low distinguishability is hardly beneficial. Therefore, the multiparameter test is performed first to examine parameter distinguishability. Parameters with relatively high correlations with observable variables, that is, parameters with high distinguishability, are selected for single-parameter tests.

In single-parameter tests, an ensemble group with a total of 10 Flux–PIHM model runs is performed for each distinguishable parameter. The nominal range method is used to examine parameter observability. RMSDs of predicted variables from different ensemble groups represent observability of model parameters (Nielsen-Gammon et al. 2010). RMSDs are calculated as

\[
\text{RMSD} = \sqrt{\frac{1}{N} \sum_{i=1}^{N} (x_i - \bar{x})^2},
\]

where \(x_i\) is the model prediction of the observable variable \(x\) from the \(i\)th ensemble member, \(\bar{x}\) is the average of model predictions from all ensemble members, and \(N\) is the total number of ensemble members. RMSDs produced by different parameters in single-parameter tests are compared. Small RMSDs indicate that the change of the model parameter value within the plausible range has little influence on model forecast. To try to update those parameters is not effective. Thus, the RMSDs for each observable variable from each ensemble group are compared to find parameters with high observability.

Simplicity can be addressed using scatterplots by plotting model state variables as functions of model parameters. Low simplicity would make it difficult for EnKF to find the optimal values for the model parameters. It is preferred if state variables vary monotonically with the change of parameter values. The observable variables are plotted as functions of those distinguishable and observable parameters to examine simplicity. Both multiparameter test results and single-parameter test results are used to examine simplicity.

For the multiparameter test, calibration coefficients of those 20 potentially identifiable parameters in Table 1 are randomly perturbed within their plausible ranges. The EnKF assumes that the priors have a Gaussian distribution. The calibration coefficients \(c\) are thus randomly drawn from a Gaussian distribution, with a mean of \(0.5(c_{\min} + c_{\max})\) and a standard deviation of \(\sigma = 0.2(c_{\min} - c_{\max})\), where \(c_{\min}\) and \(c_{\max}\) are the lower and upper boundaries of the plausible range. Without further information of optimal parameter values, the center of the plausible range represents the best first guesses that can be made. For a model with strong linearity, the choices of the Gaussian mean and standard deviation are not expected to strongly affect the sensitivity results. Because the plausible ranges for \(K_{\text{intV}}, K_V, K_{\text{macV}}, K_{\text{rifV}}, b_{\text{riv}},\) and \(C_{\text{zil}}\) span orders of magnitude, a logarithmic scheme is used. Values of \(\log\) are randomly drawn from a Gaussian distribution with a mean of \(0.5(\log c_{\max} + \log c_{\min})\) and a standard deviation of \(0.2(\log c_{\min} - \log c_{\max})\). Those calibration coefficients are transformed to \(\log\) space to ensure that the lower end of the plausible range of values is sampled with more density than would be the case for a linear distribution.

Examining the correlation among input parameters is important when generating the ensemble members (Helton et al. 2006). Most of the SA methods (e.g., Sobol’, FAST, and regression-based methods) require independent inputs (Saltelli et al. 2000, 2005; Jacques et al. 2006; Demaria et al. 2007). If two or more parameters are highly correlated, it would be almost impossible to distinguish their effects on model variables. It is therefore important to ensure that each model parameter varies relatively independently. We ensure that the correlation between any two calibration coefficients in our ensemble is less than or equal to 0.25.

In single-parameter tests, the calibration coefficient values for different ensemble members are evenly distributed within their plausible ranges. For the \(k\)th ensemble member, \(c_k = c_{\min} + k(c_{\max} - c_{\min})(N + 1)\), where \(N\) is the number of total ensemble members. The model run period is from 0000 UTC 15 February to 0000 UTC 1 August 2009 with a model time step of 1 min and an output interval of 1 h for every Flux–PIHM run. The period from 0000 UTC 15 February to 0000 UTC 1 March is used as model spinup period. The results from 1 March to 1 August are analyzed.

5. Results

For the sake of clarity, the parameter symbols are used to represent their calibration coefficients in this section.
a. Distinguishability

The correlations between model parameters and observable variables in the multiparameter test are calculated. For hydrologic parameters, all time steps are included to calculate the correlations. For land surface parameters, however, only the midday (1700 UTC) time steps are included to filter out the diurnal cycles. We choose the midday time steps because the midday land surface fluxes have the strongest correlation with model parameters. The correlations between 20 model parameters and different observable variables are presented in Figs. 2–8. Here we define wet periods as the time periods with precipitation, typically with rising soil moisture, rising water table, and a wet canopy and dry periods as the time periods with no precipitation, typically with decreasing soil moisture, decreasing water table, and a dry canopy. The wet and dry periods defined here usually have time scales of several days. The ensemble mean of predicted SWC is plotted in Figs. 2–8 to indicate wet and dry periods.

Figures 2–8 show that the van Genuchten parameters $\alpha$ and $\beta$ and the Zilitinkevich parameter $C_{zil}$ are the most distinguishable among all parameters. The van Genuchten parameters show high correlations with most observable variables, especially $Q$, WTD, SWC, LE, and $E_t$. Parameter $C_{zil}$ is the most dominant in $T_{sfc}$ and $H$ predictions. Among the four observable land-surface variables, variables LE and $E_t$ are more moisture driven, while $T_{sfc}$ and $H$ are more energy driven. Results from Figs. 2–8 indicate that the van Genuchten parameters are the most distinguishable and sensitive parameters for hydrologic variables and moisture-driven land surface variables and that $C_{zil}$ is the most distinguishable parameter for energy-driven variables.

Parameters $\Theta_e$, $\alpha$, and $\beta$ are the most distinguishable and influential parameters in the prediction of discharge (Fig. 2). The correlations between those parameters and model discharge are highly time dependent, especially for $\Theta_e$. During low flow periods (dry periods), $\Theta_e$ is positively correlated with discharge rates, while for discharge peaks, $\Theta_e$ is negatively correlated with discharge rates. The role of $\Theta_e$ is to define the available water storage of soil. Discharge at low flow periods, that is, base flow, comes from lateral groundwater flow. Larger $\Theta_e$ leads to more water storage, and thus, larger lateral groundwater volumetric flow at low flow periods. In contrast, peak flow mostly consists of surface runoff. Smaller $\Theta_e$ leads to less water storage and thus faster saturation and larger surface runoff. As a result, $\Theta_e$ is positively correlated with discharge during low flow periods, but negatively correlated with discharge at peak flows. Parameters $\alpha$ and $\beta$ consistently show high correlations with discharge, except at those discharge peaks. Parameter $S$ shows considerable correlation with discharge at discharge peaks, but low correlation for most of the time.

For WTD and SWC (Figs. 3, 4), $\alpha$ and $\beta$ are also the most highly correlated parameters, but the correlations...
decrease at wet periods, suggesting that the peaks in SWC and drops in WTD might be controlled by the meteorological forcing, for example, precipitation, or some other model parameters. Parameters $K_{\text{infV}}$ and $K_{\text{rivV}}$ show high correlations with WTD during wet periods because of their roles in vertical water transport. The time series of correlation coefficients for discharge and WTD are very similar (Figs. 2, 3). For each parameter, the two time series for discharge and WTD are almost symmetric with respect to the axis of zero correlation, although time series for discharge has more high-frequency changes (Figs. 2, 3). Flux–PIHM simulation shows that at the Shale Hills watershed, 83% of total discharge is attributed to lateral groundwater flow in the year 2009. The change of water table depth near the stream is therefore highly correlated with the change of discharge rate.

FIG. 3. As in Fig. 2, but for water table depth at RTHnet wells.

FIG. 4. As in Fig. 2, but for soil water content at RTHnet wells.
The parameter $C_{zil}$ shows a very high correlation (nearly 1.0) with the surface skin temperature, while the distinguishability of other parameters are relatively low (Fig. 5). Because of the explicit role of surface exchange coefficients in sensible heat flux formulation, $C_{zil}$ shows high correlation with the sensible heat flux as well (Fig. 6). The influences of $\alpha$ and $\beta$ on $T_{sfc}$ and $H$ get increasingly important from spring to summer (Figs. 5, 6). The influences of those two parameters on sensible heat flux are indirect and are made by affecting evapotranspiration and thus surface energy balance. During the leaf-off season (spring), the evapotranspiration rate is small; thus, the influences of $\alpha$ and $\beta$ on surface energy balance are weak. In summer, when evapotranspiration is strong, the influences of $\alpha$ and $\beta$ on surface energy balance get stronger.
Both subsurface and land surface parameters show strong impacts on latent heat flux predictions, and their roles change with seasonality. Impacts of $\alpha$ and $\beta$ on latent heat flux are stronger than on sensible heat flux (Figs. 6, 7) because their influences are more direct on moisture-driven variables. The correlations between those two parameters and LE also get stronger in summer than in spring. Impacts of $\alpha$ and $\beta$ are stronger in dry periods than in wet periods. In wet periods, influences of $C_{zil}$ and $S$ are significant. The actual evapotranspiration is a fraction of potential evapotranspiration and can be written as

$$E = f(\Theta, T_a, S, \Delta q, \ldots) E_p,$$

(17)

where $E_p$ is the potential evapotranspiration and $f$ is a function of soil moisture $\Theta$, air temperature $T_a$, solar
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Fig. 7. As in Fig. 2, but for midday (1700 UTC) latent heat flux.

![Figure 8](image-url)

Fig. 8. As in Fig. 2, but for midday (1700 UTC) transpiration.
radiation $S_I$, water vapor deficit $\Delta q$, etc. The parameter $C_{zill}$ affects $E_p$, while $\alpha$ and $\beta$ influence the function $f$. Different sensitivities between dry and wet periods suggest that during wet periods, evapotranspiration is mostly determined by potential evapotranspiration, whereas during dry periods, evapotranspiration is mostly constrained by the function $f$. The parameter $S$ has strong influence when the canopy is wet. Parameter $f_x$, which controls the rate of soil evaporation, shows consistent correlation around $-0.25$ with latent heat flux.

Effects of $\alpha$ and $\beta$ on transpiration are similar to their effects on latent heat flux (Fig. 8). Because canopy evaporation and transpiration are competing processes, parameters $k_D$ and $S$, which control the canopy evaporation, are highly distinguishable when the canopy is wet. The parameter $R_{\text{min}}$ shows consistent correlation around $-0.25$ with transpiration. The correlation between $T_{\text{ref}}$ and transpiration reaches about $-0.5$ in spring, but is close to 0 in summer. The seasonal change of the correlation between $T_{\text{ref}}$ and transpiration suggests that spring transpiration at the Shale Hills watershed is strongly constrained by air temperature stress on canopy resistance, but the constraint gets weaker in summer.

While Figs. 2–8 examine the correlation between model parameters and observable variables at each time step, the overall distinguishability during the whole experiment period needs to be quantified. Figures 2–8 show that the correlation between model parameters and observable variables is highly seasonality dependent and event based. To evaluate the overall correlation within the experiment period, a root-mean-squared correlation coefficient (RMSC) is calculated as

$$\text{RMSC} = \sqrt{\frac{\sum (\rho_t)^2}{T}},$$

(18)

where $\rho_t$ is the correlation coefficient between model parameter and observable variables at time step $t$ and $T$ is the total number of time steps. The RMSCs between all parameters and observable variables are presented in Fig. 9 and Table 2.

Figure 9 shows that parameters $\alpha$, $\beta$, and $C_{zill}$ all have RMSCs larger than 0.5 with one or more observable variables. Effects of those parameters are highly distinguishable in the multiparameter test, which suggests those parameters are the most influential parameters in Flux–PIHM and might also be highly observable. Low distinguishability, however, is not necessarily equivalent to low observability. Because of the interaction of model parameters, the effects of some parameters might be compensated by the effects of other parameters, as suggested by model equifinality (Beven 1993). Thus, observability needs to be tested with single-parameter tests.
There are 10 parameters, five hydrologic parameters and five land surface parameters, having RMSCs greater than 0.2 with at least one of the observable variables. They are $K_V$, $\Theta_e$, $\alpha$, $\beta$, $K_{riv\_V}$, $C_{zil}$, $R_{cmin}$, $f_{sx}$, $k_D$, and $S$. Those parameters with relatively high distinguishability qualify for single-parameter test to further examine their observability and simplicity.

b. Observability

To test the observability of the model parameters, a group of 10 Flux–PIHM model runs are performed for every parameter with sufficient distinguishability, which results in a total of 100 Flux–PIHM model runs. The RMSDs of observable variables at each time step are calculated. Those time series of RMSDs for different observable variables from different ensemble groups are used to compare the observability of parameters. The comparisons for RMSDs of different observable variables are shown in Fig. 10.

As expected, parameters with high distinguishability all show high observability in the corresponding observable variables, indicated by the relatively high RMSDs in predicted observable variables (Fig. 10). Most of the information from those figures can be deduced from the examinations of the correlations from multiparameter test, except that some parameters with low distinguishability show considerable observability in some of the observable variables. For example, the influence of $C_{zil}$ on model discharge is not distinguishable from other parameters in the multiparameter test (Fig. 2), but $C_{zil}$ produces large RMSDs in model discharge in the single-parameter test (Fig. 10a). The influence of $C_{zil}$ on model discharge is compensated by influences of other model parameters in the multiparameter test.

While hydrologic parameters $\alpha$ and $\beta$ show strong impacts on land surface variables (Figs. 10d–g), land surface parameters, especially $C_{zil}$ and $R_{cmin}$, show considerable impacts on hydrologic variables (Figs. 10a–c). In the land surface module, parameters $C_{zil}$ and $R_{cmin}$ influence evapotranspiration the most (Figs. 10f,g). Evapotranspiration extracts soil water and groundwater within the root zone and changes the soil moisture and the water table depth. Although in dry periods (or low flow periods) the influences of land surface parameters on hydrologic variables are not as strong as $\alpha$ and $\beta$, those influences change the system response to strong precipitation. During peak flow periods, the RMSDs in $Q$, WTD, and SWC produced by $C_{zil}$ and $R_{cmin}$ are comparable to those produced by $\alpha$ and $\beta$ (Fig. 10a). Especially for the peak event in July, $C_{zil}$ produces the largest RMSD in the discharge peak and influences model discharge the most because this event happened after an extended relatively dry period.

As shown in Fig. 9, the parameters $\Theta_e$, $\alpha$, and $\beta$ are the most influential parameters on model discharge. RMSDs are large at discharge peaks (Fig. 10a). Effect of $\Theta_e$ is the most significant during discharge peaks, but relatively weak during low flow conditions. The parameter $\beta$ shows high observability consistently, during both peak flow and low flow periods. For the highest

---

**Table 2. RMSCs between 20 potentially identifiable Flux–PIHM parameters and different observable variables in the multiparameter test and single-parameter tests.** The first number in each box indicates the RMSC in the multiparameter test and the second number indicates the RMSC in single-parameter tests. RMSCs $> 0.2$ in the multiparameter test are boldfaced.

<table>
<thead>
<tr>
<th></th>
<th>$Q$</th>
<th>WTD</th>
<th>SWC</th>
<th>$T_{sfc}$</th>
<th>$H$</th>
<th>LE</th>
<th>$E_i$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$K_{riv_V}$</td>
<td>0.12</td>
<td>0.11</td>
<td>0.05</td>
<td>0.03</td>
<td>0.04</td>
<td>0.05</td>
<td>0.09</td>
</tr>
<tr>
<td>$K_V$</td>
<td>0.18</td>
<td>0.62</td>
<td>0.17</td>
<td>0.67</td>
<td>0.08</td>
<td>0.68</td>
<td>0.21</td>
</tr>
<tr>
<td>$K_{riv_V}$</td>
<td>0.05</td>
<td>0.07</td>
<td>0.06</td>
<td>0.09</td>
<td>0.16</td>
<td>0.05</td>
<td>0.04</td>
</tr>
<tr>
<td>$\Theta_e$</td>
<td>0.33</td>
<td>0.85</td>
<td>0.24</td>
<td>0.88</td>
<td>0.17</td>
<td>0.88</td>
<td>0.20</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>0.41</td>
<td>0.89</td>
<td>0.39</td>
<td>0.82</td>
<td>0.83</td>
<td>0.97</td>
<td>0.20</td>
</tr>
<tr>
<td>$\beta$</td>
<td>0.50</td>
<td>0.91</td>
<td>0.41</td>
<td>0.92</td>
<td>0.19</td>
<td>0.85</td>
<td>0.15</td>
</tr>
<tr>
<td>$n_{inx}$</td>
<td>0.08</td>
<td>0.06</td>
<td>0.03</td>
<td>0.18</td>
<td>0.12</td>
<td>0.08</td>
<td>0.07</td>
</tr>
<tr>
<td>$K_{riv_V}$</td>
<td>0.15</td>
<td>0.63</td>
<td>0.22</td>
<td>0.76</td>
<td>0.10</td>
<td>0.75</td>
<td>0.03</td>
</tr>
<tr>
<td>$C_{zil}$</td>
<td>0.13</td>
<td>0.86</td>
<td>0.10</td>
<td>0.90</td>
<td>0.07</td>
<td>0.91</td>
<td>0.93</td>
</tr>
<tr>
<td>$A$</td>
<td>0.14</td>
<td>0.11</td>
<td>0.13</td>
<td>0.17</td>
<td>0.10</td>
<td>0.15</td>
<td>0.05</td>
</tr>
<tr>
<td>$\Theta_{ref}$</td>
<td>0.09</td>
<td>0.11</td>
<td>0.06</td>
<td>0.02</td>
<td>0.13</td>
<td>0.14</td>
<td>0.11</td>
</tr>
<tr>
<td>$\Theta_{\text{urn}}$</td>
<td>0.06</td>
<td>0.07</td>
<td>0.11</td>
<td>0.08</td>
<td>0.05</td>
<td>0.08</td>
<td></td>
</tr>
<tr>
<td>$R_{cmin}$</td>
<td>0.11</td>
<td>0.83</td>
<td>0.08</td>
<td>0.91</td>
<td>0.12</td>
<td>0.88</td>
<td>0.08</td>
</tr>
<tr>
<td>$R_d$</td>
<td>0.10</td>
<td>0.07</td>
<td>0.12</td>
<td>0.13</td>
<td>0.14</td>
<td>0.06</td>
<td>0.06</td>
</tr>
<tr>
<td>$h_z$</td>
<td>0.10</td>
<td>0.07</td>
<td>0.12</td>
<td>0.13</td>
<td>0.14</td>
<td>0.06</td>
<td>0.06</td>
</tr>
<tr>
<td>$T_{ref}$</td>
<td>0.06</td>
<td>0.07</td>
<td>0.08</td>
<td>0.04</td>
<td>0.04</td>
<td>0.06</td>
<td>0.19</td>
</tr>
<tr>
<td>$f_{sx}$</td>
<td>0.17</td>
<td>0.83</td>
<td>0.12</td>
<td>0.02</td>
<td>0.04</td>
<td>0.08</td>
<td>0.21</td>
</tr>
<tr>
<td>$f_{sx}$</td>
<td>0.06</td>
<td>0.06</td>
<td>0.04</td>
<td>0.04</td>
<td>0.03</td>
<td>0.05</td>
<td>0.08</td>
</tr>
<tr>
<td>$k_D$</td>
<td>0.06</td>
<td>0.54</td>
<td>0.07</td>
<td>0.60</td>
<td>0.14</td>
<td>0.51</td>
<td>0.01</td>
</tr>
<tr>
<td>$S$</td>
<td>0.11</td>
<td>0.48</td>
<td>0.14</td>
<td>0.55</td>
<td>0.06</td>
<td>0.50</td>
<td>0.14</td>
</tr>
</tbody>
</table>
FIG. 10. (a)–(g) RMSDs of observable variables in single-parameter tests. Gray lines indicate strength of precipitation, which is plotted for reference purpose. The inset in (a) highlights the peak discharge event from 20 to 22 October.
peak in June 2009, RMSDs of discharge simulations using different parameters reach as high as 1400 m$^3$ day$^{-1}$, which shows the accuracy of the hydrologic model is severely constrained by parameter uncertainties. Besides $C_{sfil}$, land surface parameters $R_{cmin}$ and $fx_s$ show considerable observability in discharge simulations. In spring, during the leaf-off period, the influences of $fx_s$ (related to soil evaporation) are stronger than $R_{cmin}$ (related to transpiration). In summer, when transpiration process dominates the total evapotranspiration, $R_{cmin}$ is more influential than $fx_s$.

The impacts of model parameters on WTD and SWC at observation wells are similar, except that $\alpha$ is more influential than $\beta$ in SWC simulations (Figs. 10b,c). From spring to summer, the impacts of land surface parameters get stronger on WTD and SWC. Because of their roles in groundwater recharge, $K_v$ and $R_{ret, v}$ also show relatively strong influences on the simulations of WTD and SWC.

The impact of $C_{sfil}$ on midday surface skin temperature is far more significant than any other parameter (Fig. 10d). The RMSDs caused by different $C_{sfil}$ reach 20°C, while the RMSDs caused by other parameters are always below 5°C. RMSDs of $T_{sfc}$ are larger in summer and in dry periods, when $T_{sfc}$ is relatively higher and smaller in spring and in wet periods, when $T_{sfc}$ is relatively lower.

The impact of $C_{sfil}$ on midday sensible heat flux is the most significant in spring (Fig. 10e). But the RMSDs of sensible heat flux caused by different $C_{sfil}$ values decrease in summer because the magnitude of sensible heat flux drops. In contrast, observability of hydrologic parameters increases from spring to summer. This is because the Bowen ratio is small in summer and latent heat flux dominates the surface energy balance. Hydrologic parameters then have stronger influences on sensible heat flux via their impacts on evapotranspiration.

For midday latent heat flux and transpiration, RMSDs caused by different parameters are small in spring, when latent heat flux is small, and large in summer, when latent heat flux is large (Fig. 10f). Hydrologic parameters $\alpha$ and $\beta$ and land surface parameters $C_{sfil}$ and $R_{cmin}$ are the most influential parameters, especially $\beta$. The parameter $S$ shows relatively high observability on latent heat flux and transpiration during wet periods, when canopy is wet and canopy evaporation occurs.

The RMSCs between the 10 model parameters and the observable variables in single-parameter tests are calculated and presented in Table 2 to be compared with the RMSCs in the multiparameter test. For each pair of parameter and state variable, the RMSC in single-parameter tests is always higher than the RMSC in the multiparameter tests, which implies strong interaction between model parameters.

Three hydrologic parameters and three land surface parameters are chosen for simplicity testing as a result of the distinguishability and observability tests. The inclusion of hydrologic parameters $\alpha$ and $\beta$ is straightforward. The effective porosity, $\Theta_v$, is chosen because of its strong impact of discharge peaks, the accurate prediction of which is a critical criterion of hydrologic models. Selection of land surface parameter $C_{sfil}$ is also straightforward. The parameter $R_{cmin}$ is chosen because it shows high observability in both hydrologic and land surface variables and because it has reasonable distinguishability. The other land surface parameter selected is $S$, because of its effect on evapotranspiration and discharge during wet periods.

c. Simplicity

For those six parameters with high distinguishability and observability, their simplicity is examined next. Both multiparameter test results and single-parameter test results are used. To test the simplicity, the observable variables from all model runs are plotted as functions of the model parameters. One observable variable is selected for each parameter in the simplicity examination. For parameters $\Theta_v$ and $\beta$, the variable $Q$ is selected; for $\alpha$, SWC is picked; for $C_{sfil}$, $T_{sfc}$ is examined; and for $R_{cmin}$ and $S$, $E_t$ is plotted. Examinations of distinguishability and observability imply that the relationship between variables and parameters could be different in wet (high flow, wet canopy) and dry (low flow, dry canopy) periods. Therefore, simplicity needs to be examined for both wet and dry periods. Two midday time steps are chosen to represent wet and dry periods. The first time chosen is 1700 UTC 20 June 2009, which represents the wet period, including high flow condition, and a wet canopy. It rained almost continuously from 1300 UTC 17 June to 0000 UTC 21 June. The observed highest discharge peak during the whole simulation period occurs around 1800 UTC 20 June. Because of the continuous precipitation, the canopy is wet at this time step. The second time step chosen is 1700 UTC 11 July 2009, which represents the dry period, including low flow condition, and a dry canopy. The period from the beginning of July to 11 July is relatively dry. For the 48h prior to 1700 UTC 11 July, there has been no precipitation, and the canopy is dry. Relations between different observable variables and different model parameters are presented in Figs. 11 and 12.

Figures 11 and 12 show that for both wet and dry periods, those six parameters show high simplicity in their corresponding observable variables. Except for $Q–\beta$ in the wet period and $E_t–S$ in the dry period, the other observable variables change monotonically with the change of parameter values in both wet and dry periods,
which shows good linearity of the model. For most of the parameter–variable pairs, the trends in the multiparameter test and the single-parameter tests are similar. The $Q$–$\beta$ relationship at 1700 UTC 20 June is not clear. The low simplicity of $\beta$ in model discharge at this time step suggests that finding an optimal $\beta$ value using discharge prediction at this time step might be difficult. We note that at the selected dry time step, discharge
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**FIG. 11.** Flux–PIHM observable variables at 1700 UTC 20 Jun 2009 plotted as functions of model parameters. Circles are from the multiparameter test and dots are from the single-parameter tests.
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**FIG. 12.** As in Fig. 11, but at 1700 UTC 11 Jul 2009.
increases monotonically with the increase of $\beta$. Given that $\beta$ shows high observability and distinguishability in multiple observable variables and given the high simplicity at low flow period, it is feasible to find an optimal value for $\beta$ when relatively long-term or multistate observations are used. As for $E_T-S$ at 1700 UTC 11 July, transpiration is not affected by $S$ (Fig. 12). This is because the canopy is dry and $S$ is not in effect. At the wet time step, however, $S$ shows good simplicity in $E_T$ (Fig. 11).

At the peak flow period, $Q$ decreases monotonically and smoothly with the increase of $\Theta_e$ (Fig. 11). At the low flow period, $Q$ increases with the increase of $\Theta_e$ (Fig. 12). The different effects of $\Theta_e$ in peak flow and low flow are also found in the correlation between $Q$ and $\Theta_e$ in the multiparameter test (Fig. 2), which shows $Q$ and $\Theta_e$ are negatively correlated at peak flows but positively correlated during low flow periods. For the other parameters, effects in those corresponding observable variables are similar in both dry and wet periods. The chosen observable variables vary monotonically and smoothly with the change of those parameter values.

Examinations of parameter distinguishability, observability, and simplicity show that Flux–PIHM hydrologic parameters $\Theta_e$, $\alpha$, and $\beta$, and land surface parameters $C_{zil}$, $R_{cmin}$, and $S$ have relatively high identifiability. It is expected that those six parameters can be estimated effectively using EnKF.

6. Discussion and conclusions

SA is a vital step toward successful parameter estimation. In this paper, SA for Flux–PIHM model parameters is carried out under the framework provided by Nielsen-Gammon et al. (2010). Among all test methods, the evaluation of the correlation between model parameters and observable variables is the most critical test. The correlation coefficients imply parameter distinguishability. Results show that parameters with high distinguishability always have high observability, because their impacts on the system cannot be compensated by the effects of other parameters. Moreover, because the correlation coefficient represents linear dependence, a high correlation coefficient also suggests highly linear dependence and hence simplicity.

The SA reveals that the land surface hydrologic model is very sensitive to parameter values. For the discharge peak in June 2009, the observed discharge rate is 1860 m$^3$ day$^{-1}$, but the single-parameter test RMSDs of the discharge simulations can be as large as 1400 m$^3$ day$^{-1}$ for some model parameters. The RMSDs of midday surface skin temperature simulations are as large as 20°C in the single-parameter test for $C_{zil}$. Those results indicate that parameter uncertainties produce large uncertainties in hydrologic and land surface simulations.

The SA results show that parameters $\alpha$, $\beta$, and $C_{zil}$ are the most identifiable among the 20 tested parameters. The van Genuchten parameters $\alpha$ and $\beta$ are highly identifiable in both hydrologic predictions and land surface variable predictions. The Zilitinkevich parameter $C_{zil}$ is highly distinguishable in land surface variables. Although distinguishability of $C_{zil}$ in hydrologic variables is relatively low, observability of $C_{zil}$ is considerably high in hydrologic variables. Anderton et al. (2002) and Christiaens and Feyen (2002) performed SA for different physically based, distributed hydrologic models. Their results showed that model predictions of discharge and soil moisture are very sensitive to the values of van Genuchten parameters. Anderton et al. (2002) found that $\beta$ is the most critical parameter for the prediction of total discharge and typical autumn runoff events, while $\alpha$ is more important for typical winter runoff events. Christiaens and Feyen (2002) stated that $\alpha$ has the highest influence on the prediction of discharge. The different conclusions might be caused by the different wetness conditions of watersheds chosen in those studies. Our results show that both $\alpha$ and $\beta$ have strong impacts on discharge and are generally consistent with those studies. Chen et al. (1997) tested the impact of atmospheric surface layer parameterization on a mesoscale atmospheric model. They found that the values of $C_{zil}$ have a strong impact on surface heat fluxes and land surface temperature, which agrees with our results.

Examinations of parameter distinguishability and observability indicate that the land surface and the subsurface are coupled systems in Flux–PIHM. In Flux–PIHM, the subsurface and land surface are linked together by exchanging soil moisture and evapotranspiration information. The subsurface (hydrologic) component provides soil moisture information for the land surface component, while the land surface component provides evapotranspiration rate for the subsurface component. Hydrologic parameters, especially the van Genuchten parameters, have significant influence on land surface simulations through their impacts on soil moisture simulations. At the same time, land surface parameters, especially $C_{zil}$ and $R_{cmin}$, have considerable impacts on discharge, groundwater level, and soil moisture simulations through their influences on evapotranspiration. In summer, the observable hydrologic variable RMSDs caused by land surface parameters and the observable land surface variable RMSDs caused by hydrologic parameters are higher than in spring. This suggests that the interaction between the land surface and the subsurface is especially strong in summer, when evapotranspiration is more active than in other seasons. The interaction
between the subsurface and the land surface suggests that accurate forecasting of hydrologic states cannot be made without reasonable descriptions of land surface, and vice versa. This agrees with the finding of Kampf (2006), who stated that the accuracy of discharge prediction depends on accurate simulations of evapotranspiration. It justifies the need for a coupled land surface hydrologic model.

Examination of parameter distinguishability shows that some parameters with high observability in a certain observable variable do not show high distinguishability for the corresponding observable variable in multiparameter test. For example, parameter \( C_{zil} \) exhibits high observability in discharge in the single-parameter test (Fig. 10a) but shows low distinguishability in discharge in the multiparameter test (Fig. 2). This is because the impacts of those parameters are compensated by the effects of other model parameters. Model equifinality (Beven 1993) indicates that the parameter interaction within Flux–PIHM is strong. Parameter estimation is essentially an inverse problem, which converts observed variables into information about model parameters (Moradkhani and Sorooshian 2008). The equifinality and parameter interaction add extra difficulties for parameter estimation. The more observed variables we have, the better chance there is to overcome the difficulties brought by equifinality. Using multiple types of observations for calibration could provide important constraints for parameter estimation.

Results show that parameter identifiability depends on seasonality and canopy wetness. Identifiability of several parameters, for example, \( K_{mnv} \), \( K_V \), \( \alpha \), \( \beta \), \( C_{zil} \), \( T_{\text{ref}} \), and \( f_{\text{x}} \), shows seasonal variation. Similar seasonality in parameter sensitivity has also been found in Anderton et al. (2002) and Christiaens and Feyen (2002).

The examination of parameter simplicity (Figs. 11, 12) reveals that the key parameters show good simplicity, that is, model predictions vary smoothly with the change of parameter values, except when some parameters are near to the boundaries of their plausible ranges. It indicates that the model has strong linearity. Therefore, we believe that the choice of the Gaussian mean and the standard deviation in the multiparameter test does not affect the sensitivity results dramatically.

It is important to point out that the examinations of identifiability are made in the context of the selected parameter range and parameter distribution. It is highly possible that the identifiability of parameters becomes different if different ranges are selected; however, the selected ranges are defensible for this site (Table 1). The hydrologic parameters may show stronger distinguishability and observability than the land surface parameters (Fig. 9) because the hydrologic parameters are more weakly constrained and thus have larger ranges than the land surface parameters.

We note that the results presented here are likely to be dependent upon the SA method that we have chosen and to ignore the potential correlation among different input parameters. We have also utilized methods that are best suited to models whose dependence on parameters is relatively linear. An analysis of this model with alternative SA methods, particularly methods that focus on nonlinear behavior of parameter variations, could lead to different parameter rankings and would advance our understanding of this modeling system. Our results do suggest, however, that this model is sufficiently linear that our parameter rankings should provide effective for implementing EnKF parameter estimation.

Six Flux–PIHM parameters are selected based on the examinations of distinguishability, observability, and simplicity and are expected to be estimated effectively by EnKF. Those parameters are the van Genuchten parameters \( \alpha \) and \( \beta \), the effective porosity \( \Theta_e \), the Zilitinkevich parameter \( C_{zil} \), the canopy minimum stomatal resistance \( R_{cmn} \), and the reference canopy water capacity \( S \). Among them, \( \alpha \), \( \beta \), and \( C_{zil} \) are the most identifiable parameters.
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