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ABSTRACT

The warm-core structure of Hurricane Earl (2010) is examined on four different days, spanning pe-

riods of both rapid intensification (RI) and weakening, using high-altitude dropsondes from both the

inner core and the environment, as well as a convection-permitting numerical forecast. During RI, strong

warming occurred at all heights, while during rapid weakening, little temperature change was observed,

implying the likelihood of substantial (unobserved) cooling above flight level (12 km). Using a local

environmental reference state yields a perturbation temperature profile with two distinct maxima of

approximately equal magnitude: one at 4–6-km and the other at 9–12-km height. However, using a

climatological-mean sounding instead results in the upper-level maximum being substantially stronger

than the midlevel maximum. This difference results from the fact that the local environment of Earl was

warmer than the climatological mean and that this relative warmth increased with height. There is no

obvious systematic relationship between the height of the warm core and either intensity or intensity

change for either reference state.

The structure of the warm core simulated by the convection-permitting forecast compares well with

the observations for the periods encompassing RI. Later, an eyewall replacement cycle went

unforecast, and increased errors in the warm-core structure are likely related to errors in the forecast

wind structure. At most times, the simulated radius of maximum winds (RMW) had too great of an

outward slope (the upper-level RMW was too large), and this is likely also associated with structural

biases in the warm core.

1. Introduction

One of the most distinguishing characteristics of

tropical cyclones (TCs) is that the temperature within

the eye is warmer than the ambient environment: that

is, TCs are ‘‘warm core’’ vortices. Consistent with

thermal wind balance, this negative radial tempera-

ture gradient is associated with the horizontal winds

having a maximum at low levels and decreasing up-

ward. Three pioneering studies in the 1960s and 1970s

used flight-level measurements at multiple levels to

investigate the radial and vertical structure of the

warm core (La Seur and Hawkins 1963; Hawkins and

Rubsam 1968; Hawkins and Imbembo 1976). Using

the annual mean Caribbean sounding of Jordan (1958)

to define the environment, the above studies found

that the maximum perturbation temperature was near

250–300mb (1mb = 1 hPa) in Hurricanes Cleo (1958)

and Hilda (1964), although in Hurricane Inez (1966)

there were two distinct maxima, with the lower one

occurring near 600–650mb. This midlevel maximum

was believed to be ‘‘rather unusual.’’ Stern and Nolan

(2012, hereinafter SN12) and Stern and Zhang (2013a,

b, hereinafter SZ13a,b) used idealized simulations to

investigate the structure of the warm core and found a

consistent midlevel (4–8 km) maximum. This result

was robust to varying the microphysics, the storm size,

and the presence or absence of environmental mean

flow and vertical wind shear. Furthermore, this mid-

level maximum occurred across a wide range of in-

tensities, from category 1 to category 5.
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A different perspective on the warm core is seen in a

series of studies by Chen et al. (2011) and Chen and

Zhang (2013), who examined a simulation of Hurricane

Wilma (2005). They found an upper-level (14 km)

maximum in perturbation temperature in their simula-

tion and argued that the height of this warming caused

Wilma to be more intense than it would have been

otherwise. They also argued that the formation of the

upper-level warm core helped to trigger rapid in-

tensification (RI). As we will discuss later, we do not

believe that attribution of intensity to warm-core height

is valid.

In a simulation of Supertyphoon Megi (2010), Wang

and Wang (2014) found two prominent maxima in per-

turbation temperature: one at midlevels (5–6 km) and

another at upper levels (15–16 km). The upper-level

maximum did not form until a period of RI began (the

intensity was already category 2 at this point, however),

and thereafter the greatest warming was at upper levels,

with a slight lowering of the height of the maximumwith

time duringRI (from about 16 to 15 km). As in Chen and

Zhang (2013), Wang and Wang (2014) attributed the

upper-level warming in part to detrainment and com-

pensating descent from convective bursts that penetrate

the stratosphere.

In an idealized simulation, Ohno and Satoh (2015)

simulated a TC in an environment of radiative convec-

tive equilibrium with an SST of 318C. For much of the

period of intensification, the maximum perturbation

temperature was found at about 9-km height. Once the

storm had deepened to about 950mb, a separate maxi-

mum formed at about 16-km height, nearly coincident

with the environmental tropopause. This tropopause

maximum became dominant, and the 9-km maximum

eventually weakened in magnitude and merged with the

tropopause maximum. At quasi-steady intensity (about

900mb), therewas a singlemaximumat about 15-kmheight.

Taken together, a number of recent numerical

studies indicate that distinct mid- and upper-level

maxima in perturbation temperature may occur

within the eye of tropical cyclones. In Wang and Wang

(2014) and Ohno and Satoh (2015), the upper-level

maximum did not form until the TC became relatively

intense (category 2 or 3). This is broadly consistent

with SN12, where a secondary upper-level (12–14 km)

maximum was found in many idealized simulations,

and this maximum only occurred after the simulated

TCs were approximately category-3 hurricanes. Un-

like in Wang and Wang (2014) and Ohno and Satoh

(2015), the upper-level maxima in the simulations of

SN12 were generally weaker in magnitude than the

midlevel (4–8 km) maxima, and the upper-level max-

ima were also not as persistent.

As discussed in SN12, there is a commonly held belief

that the warm core is (and should be) maximized in the

upper troposphere. Since the 1960s, there have been

relatively few flights into TCs above 6-km height, and so

SN12 argued that the typical structure of the warm core

is not actually well known. There have been several field

programs organized byNASA that involve high-altitude

aircraft flying into or above the inner cores of TCs.

Halverson et al. (2006) documented the warm-core

structure of Hurricane Erin (2001), using a combination

of sondes dropped by theDC-8 (;11–12-km height) and

ER-2 (;19-km height) aircraft over a 4-h period on

10 September. One ER-2 sonde was dropped within the

eye, and Halverson et al. (2006) found the perturbation

temperature (using a local environmental reference

state) to be greatest near 500mb (118C) but nearly

uniform (near 98C) from 750 to 300mb. Erin was rapidly

weakening at the time it was sampled, and the authors

attributed the existence of the midlevel maximum to the

weakening of convection but also attributed the weak-

ening of the storm intensity to the removal of the upper-

level warm core by vertical wind shear. In a numerical

simulation of Erin, Wu et al. (2006) found that the

simulated warm-core maximum was similar in its mag-

nitude and height to the observed warm core. However,

they did not examine the hypothesis of Halverson et al.

(2006) that the warm-core maximum lowered as the

storm weakened.

Durden (2013) compiled and analyzed 18 eye sound-

ings from high-altitude dropsondes (9 storms on 16 dif-

ferent days), as well as 9 soundings from surface-based

radiosondes (9 storms on 9 different days). Durden

(2013) found a wide variation in the height of the max-

imum perturbation temperature among the eye sound-

ings, ranging from 750 to 250mb. In addition, this study

reveals a tendency for this height to increase with in-

creasing warm-core magnitude, although the variance in

the data is quite large; see Fig. 2 of Durden (2013).

Durden (2013) also showed that the height of the max-

imum can be sensitive to the chosen environmental

reference profile, which is consistent with the idealized

simulations of SN12.

The goal of this study is to improve our observational

understanding of the warm core using high-altitude

dropsondes released in and near the eye of Hurricane

Earl (2010). Additionally, we complement our obser-

vational analyses by investigating the structure and

evolution of the warm core in a high-resolution simu-

lation of Earl. Earl is one of the most intensively sam-

pled storms yet observed, having been investigated by

six different aircraft. Earl is also distinctive in that high-

altitude observations are available throughout much

of its life cycle, including both periods of rapid

3306 JOURNAL OF THE ATMOSPHER IC SC IENCES VOLUME 73



intensification and rapid weakening. We hope that,

through the analysis of this unique dataset, we will be

able to clarify some of these outstanding questions re-

garding the structure and influence of the warm core: in

particular,

(i) Is there a relationship between the height of the

maximum perturbation temperature and either the

intensity or intensity tendency?

(ii) Is the height of maximum perturbation tempera-

ture sensitive to the choice of reference profile?

(iii) Is it possible to relate structural changes in the wind

field to changes in the height of the warm core?

2. Overview of Earl and evolution of the wind field

a. Overview of Hurricane Earl (2010)

Hurricane Earl was an intense tropical cyclone that

developed from an easterly wave that emerged from the

west coast of Africa on 23 August. Earl became a named

storm at 1200 UTC 25 August and a hurricane at

1200UTC 29August (Cangialosi 2011). To illustrate the

evolution of Earl, Fig. 1 shows a satellite montage of

Earl with the track overlaid, produced by the University

of Wisconsin/Cooperative Institute for Meteorological

Satellite Studies (CIMSS). During the first few days of

its lifetime, Earl moved westward at 15–20kt (1 kt =

0.51m s21) to the south of a strong subtropical ridge. On

29 August, the translation speed slowed down; Earl began

moving northwestward and underwent a 36-h period of RI

that began at 0600 UTC 29 August. The maximum wind

speed (Vmax) increased by 40kt (from 75 to 115kt) over

the 24-h period ending at 1800 UTC 30 August, at which

time an eyewall replacement cycle (ERC) began. In

association with the ERC, Earl weakened slightly to

105 kt at 0600 UTC 1 September but then began to

reintensify and achieved its peak intensity of 125 kt 24 h

later (0600UTC2September), while located about 700km

southeast of Wilmington, North Carolina. Shortly follow-

ing peak intensity, Earl rapidly weakened, to 100kt at 1800

UTC 2 September, 85kt at 0600 UTC 3 September, and

60kt at 0000 UTC 4 September. The National Hurricane

Center (NHC) attributed this rapid weakening to a com-

bination of another ERC, cooler SSTs, stronger shear,

and a drier environment (Cangialosi 2011). After one

more period of slight intensification, Earl made landfall at

1500UTC 4 September as a 65-kt hurricane inNova Scotia.

b. Evolution of the wind field

Prior to analyzing the warm core in section 3, here we

first examine the evolution of the wind field. Later, in

section 4, we will compare the observed wind structure

to that of a simulation and, from this comparison, infer

potential relationships between biases in the wind field

and biases in the warm-core structure. Two NOAA P-3

aircraft sampled Earl during 11 different missions from

28 August until 4 September. Here, we examine the

evolution of the wind field as measured by the tail

Doppler radar during eight of these flights, encompass-

ing the period from approximately 1200 UTC on

29 August to 0000 UTC on 3 September. For each flight,

the P-3 flew two to four radial legs through the storm

center, and for each leg, NOAA’s Hurricane Research

Division (HRD) performed a three-dimensional analy-

sis of the Cartesian horizontal (u and y) and vertical (w)

velocities, using the automated technique of Gamache

et al. (2004). We acquired these analyses, averaged all

legs from each flight to maximize azimuthal coverage,

and calculated the tangential winds (yt) from u and y. For

Earl, the analyses were produced at 5-km horizontal grid

spacing, although the intrinsic resolution of the radar is

finer than this (Jorgensen et al. 1983; Reasor et al. 2009).

Note that the analyses we present below are quite sim-

ilar to those of Rogers et al. (2015) for the four periods

that overlap, except that Rogers et al. (2015) used a finer

analysis (2-km horizontal grid spacing).

Figure 2 shows the horizontal wind speed at 2-km

height for each of the eight flights. Figure 3 shows

radius–height plots of the azimuthal mean tangential

wind, with the radius of maximum wind (RMW) in-

dicated. For each flight, we refer to the approximate

central time of the legs used in the averaging, which

occur over a 2–4-h period. The first flight was centered at

1100 UTC 29 August; at this time, RI had just begun,

and Earl was a category-1 (65kt) hurricane. The wind

field was very broad and asymmetric, with the region of

FIG. 1. Satellite montage illustrating the track, intensity, and

structure of Earl. Figure adapted from an image that is courtesy of

University of Wisconsin/CIMSS.
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hurricane-force winds at 2-km altitude confined to the

northeast quadrant (Fig. 2a). From the azimuthal-mean

tangential winds (Fig. 3a), the RMW was 95 km at 2-km

height, sloping outwards to about 110 km at 8-km height.

The low-level RMW contracted rapidly over the following

12hduring intensification to 85kt, and at 2300UTC(Fig. 3b)

it was 45km at 2-km height. The upper-level RMW did

not contract as much, and the eyewall had an anoma-

lously large outward slope of nearly 6:1; see Fig. 2a of

Stern et al. (2014).

FIG. 2. Storm-centered horizontal cross sections of composite horizontal wind speed, for flights at approximately (a) 1100 UTC 29 Aug,

(b) 2300 UTC 29 Aug, (c) 1200 UTC 30 Aug, (d) 2200 UTC 30 Aug, (e) 1200 UTC 1 Sep, (f) 0000 UTC 2 Sep, (g) 1100 UTC 2 Sep, and

(h) 0000UTC 3 Sep. Each panel is 150 km3 150 km, and range rings are drawn in white at 10-km intervals from 10 to 50 km.Wind speed is

contoured every 2m s21, with every 10m s21 contour thickened. For periods when there were DC-8 flights [(b),(d),(f), and (h)], the time-

median storm-relative horizontal location of each inner-core sonde is indicated, with the markers corresponding to those of Figs. 4, 5, 9,

and 10. Note that the DC-8 sondes were dropped from 0 to 7 h prior to the approximate central time of the P-3 legs used for the composite

wind speed analysis.

FIG. 3. For the same times shown in Fig. 2, radius–height plots of the azimuthal-mean tangential wind. Contours are every 2m s21, with

every 20m s21 in thick black. The 17 and 33m s21 contours are added, in cyan and blue, respectively. The RMW is plotted in magenta,

from 0- to 12-km height. The red line is the 60% contour for data coverage: i.e., where 60% of grid points within the respective bin contain

wind data.
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AsEarl continued to intensify to 105 and 115 kt for the

flights at 1200 (Figs. 2c, 3c) and 2200 UTC (Figs. 2d, 3d)

30 August, respectively, the low-level RMW continued

to contract (though more slowly than before) to 40km

and then 25km. As the RMW contracted, its outward

slope decreased, and the RMW was nearly vertical1

between 2- and 10-km height. This decreasing outward

slope with decreasing size is a general characteristic of

tropical cyclones, as shown by Stern and Nolan (2009)

and Stern et al. (2014).

A secondary wind maximum is evident at about

90–100 km in the northeast quadrant at 2200 UTC

30 August (Fig. 2d), as an ERC began. In the azimuthal

mean (Fig. 3d) this is evident as a region with nearly

constant tangential winds from 80–130-km radius.

Likely as a consequence of the ERC, Vmax was con-

stant at 115 kt through 1800 UTC 31 August and then

weakened to 105 kt by 0600 UTC 1 September. Un-

fortunately, there was a 36-h gap in flights during this

period. By the time of the next flight (1200 UTC 1

September), the ERC had completed, and a new larger

eyewall was present, with a 45–50-km RMW from 2- to

8-km height (Fig. 3e). Despite being relatively large, the

RMW had little outward slope. Following the ERC,

Earl reintensified, with the low-level RMW contracting

to 30km as Vmax increased to 120kt (Fig. 3f). Earl was

still undergoing intensification during this flight, as

peak intensity (125kt) occurred 6h later. Earl had begun to

weaken rapidly by the next flight (1100UTC 2 September),

but Vmax was still 115 kt. Another ERC had begun,

evident in the azimuthal mean as a broadening of the

wind field (Fig. 3g), with a flat radial profile from 70

to 100 km. The ERC can also be seen in the hori-

zontal cross section (Fig. 2g), but only in the

northeast quadrant. By the time of the final flight

that we examine (0000 UTC 3 September), Vmax had

decreased to 90kt, and a tremendous expansion of the

wind field had taken place, with theRMW70km at 2-km

height, sloping outwards to 100 km at 8-km height

(Fig. 3h).

3. Analysis of the warm core

a. Inner-core dropsonde data

As part of NASA’s GRIP field program [see Braun

et al. (2013) for an overview], the DC-8 flew four

missions into Hurricane Earl on 29 and 30 August and

1 and 2 September. These missions span a range of

intensities from category 1 to category 4 and include

portions of both the RI and rapid weakening phases of

Earl. Note that each DC-8 flight partially overlapped

in time with a corresponding P-3 flight, although the

two aircraft were not necessarily near the storm center

at the same time. The DC-8 generally flew at altitudes

of 11–12 km (250–200mb), releasing 24, 23, 29, and 33

dropsondes on each respective day. The NCAR Earth

Observing Laboratory (EOL) quality controlled and

postprocessed these data using NCAR’s Atmospheric

Sounding Processing Environment (ASPEN) soft-

ware. Starting from this dataset (Young et al. 2011), we

first find all sondes that are within 50 km of the storm

center.2 There are 8 such sondes for each of the first

two flights (29 and 30 August) and 7 for each of the

latter two flights (1 and 2 September). Of these inner-

core sondes, 0, 6, 6, and 7 were dropped within 15 km of

the low-level center on each respective day. There

were only a few sondes dropped very close to the low-

level center, and this can potentially lead to an un-

derestimation of the warm-core magnitude. Figures 4

and 5, respectively, show the vertical profiles of dis-

tance from the storm center and of wind speed for all of

the sondes that were dropped within 50 km of the

center. In the discussion that follows in section 3b, we

will refer to individual sondes both by their drop time

and by the order in which they were dropped (#1, #2,

#3, etc.). Note that six of the dropsondes analyzed by

Durden (2013) were from Earl, all of which we also

include in this study.

While some sondes on each day sampled light winds at

all heights (Fig. 5), it can be seen that a number of sondes

sampled strong winds (25–50m s21) at low levels, and

these profiles are in part representative of the eyewall.

This is particularly true on 29 August, when all eight

sondes were dropped well inside of the flight-level

RMW but near to the low-level RMW and therefore

within the eyewall (cf. Figs. 3b and 4a). Note that the

time-median storm-relative location of each sonde is

also indicated on the composite horizontal cross sections

ofwind speed shown inFig. 2. That noneof theDC-8 sondes

on 29 August were very close to the low-level storm center

may be due in part to the fact that there was no eye

apparent in visible satellite imagery until 1200 UTC

30 September (not shown). In the absence of awell-defined

1Given the 5-km grid spacing of the data, there may be a small

outward slope to the RMW that cannot be resolved. Additionally,

there is likely a substantial slope below 2-km height that is not

apparent in the Doppler analysis as a result of known limitations in

resolving the structure of the boundary layer.

2We use the storm centers that were estimated byHRD from the

P-3 flight-level observations, based on the technique ofWilloughby

and Chelmow (1982). The time between these center locations is

2 min, and we interpolate the center to the time of the dropsonde.
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eye, it can be challenging to direct a flight toward the

storm center. Although the vortex was largely aligned

vertically, Rogers et al. (2015) showed that there was

a 10-km displacement between the centers at 2- and

7-km height at this time. Presumably, the tilt is even

greater between 2- and 12-km height, and this also

may have contributed to difficulties in dropping

sondes near the low-level center. In any case, it is

likely that the absence of sondes near the low-level

center on 29 August leads to an underestimate in the

magnitude of the warm core, particularly in the lowest

6 km. This, in turn, may affect the apparent height of

the maximum perturbation temperature.

b. Warm-core structure

To calculate the perturbation temperature, it is first

necessary to choose a reference state. SN12 provided a

discussion of the various choices of reference profiles

used in prior observational and numerical studies.

Halverson et al. (2006) used a DC-8 dropsonde 610km

to the southeast of Hurricane Erin to define the envi-

ronmental sounding from the surface to 329mb and an

ER-2 dropsonde 340 km to the northeast of Erin to de-

fine the sounding above 329mb. They stated that these

two sondes were both very similar to each other below

350mb and to the Jordan (1958) mean hurricane season

sounding. In their AMSU satellite study, Knaff et al.

(2004) defined the environment as the azimuthal-mean

temperature in the 500–600-km annulus. Based in part

on these two observational studies, SN12 chose the az-

imuthal mean from 550–650-km radius as the environ-

ment in their idealized simulations. Ultimately, any

choice is somewhat arbitrary, though SN12 argued that,

at least for numerical simulations, ‘‘some sort of average

(at constant height) over an area at least several hundred

kilometers away from the center is most appropriate’’

(p. 1679). Durden (2013) investigated the effect of

using near-storm environmental soundings versus the

FIG. 4. For each of the DC-8 flights, vertical profiles of the distance of each inner-core sonde from the center:

(a) 29 Aug, (b) 30 Aug, (c) 1 Sep, and (d) 2 Sep. The UTC times of the drops are given in the legends, with format

hhmm:ss. Symbols correspond to those in Figs. 2, 5, 9, and 10. For (a),(b), and (c), theRMWfrom the corresponding

time in Figs. 3b, 3d, and 3f, respectively, is plotted in dashed orange. For (d), the RMW lies outside of the range of

the plot at all heights and is not shown.
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climatological sounding of Dunion (2011).3 He found

that, for most storms, the environmental soundings were

warmer than the Dunion sounding and that, as a result,

the perturbation temperature calculated using actual

environmental soundings was usually cooler than that

using the Dunion sounding. For some cases, the height

of the maximum perturbation temperature was greater

when using the Dunion sounding. This is consistent with

what SN12 found as well.

In this study, we present results using both actual

environmental soundings and the Dunion mean sound-

ing. For environmental soundings, we use dropsondes

released by the NOAA Gulfstream IV (G-IV) aircraft

as part of ‘‘synoptic surveillance’’ missions. For each

DC-8 flight, there was a G-IV flight at a similar time (the

greatest separation was on 2 September, when the G-IV

sondes were released 6–12h prior to the DC-8 sondes),

releasing sondes from 12–14.5-km height and from 150–

1000km away from the storm center. The G-IV sondes

were postprocessed and quality controlled by the first

author using NCAR’s ASPEN software. A few sondes

on each flight had mechanical problems or bad data and

were removed from the final dataset, which contains 27,

31, 31, and 33 sondes on each respective day.

Figure 6 shows the temperature profiles from the

G-IV sondes on each day, color-coded by their distance

from the center. It can be seen that the temperatures

generally increase inwards, consistent with Fig. 7 of

Durden (2013), and as expected from thermal wind

balance. There is also a fair amount of scatter evident

among the profiles, with temperatures at any given

height varying by 18–68C among dropsondes at similar

distances from the center. This can be seen better in

Fig. 7, which shows the perturbation temperature of

each G-IV sounding relative to the Dunion sounding

(i.e., at each height, we subtract the temperature of the

Dunion profile from that of the G-IV sondes). Most

G-IV soundings are warmer than the Dunion sounding

at most heights, and this difference generally increases

FIG. 5. As in Fig. 4, but for vertical profiles of wind speed.

3 The Dunion (2011) ‘‘moist tropical’’ sounding has a nearly

identical temperature profile to the Jordan (1958) hurricane season

sounding.
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with height, particularly above 6 km. In a number of

soundings, there is a maximum in this perturbation

temperature at about 12 km, whereas, in others, the

maximum evidently occurs above the release height of

the sonde.

It is clear that there will be a systematic difference in

perturbation temperature for the DC-8 inner-core

sondes when using reference profiles from environ-

mental G-IV soundings and the Dunion sounding. Fur-

ther, the variability among the G-IV profiles indicates

that the magnitudes and detailed structure of the

warm core would be sensitive to which individual G-IV

sounding happens to be chosen to define the environ-

ment. Therefore, we choose not to use an arbitrary in-

dividual sounding as a reference profile and instead use a

mean environmental profile. Figure 8 shows the mean

G-IV profiles of perturbation temperature on each day,

as well as the means within different radial bins. There

is a consistent mean structure on each day, which is only

about a degree warmer than the Dunion sounding in the

lowest 5 km, increasing above to about 48C warmer at

12 km. There is also a local maximum at 2–3km and a

local minimum at 4–5km on each day. Finally, it is evi-

dent that, while the mean temperature decreases with

increasing radius above 4-km height, there is a reversed

radial gradient below 4-km height on 29 and 30 August.

This is consistent with the fact that the mean wind speed

at 200–600-km radius actually increases with height to

about 4 km on these days (not shown).

Figure 9 shows the perturbation temperature of the

DC-8 inner-core sondes with respect to the Dunion

sounding. As the reference profile here is the same at all

times, changes in perturbation temperature with time

correspond to changes in actual temperature. Strong

warming at all heights is evident from 29 to 30 August

(cf. Figs. 9a and 9b), consistent with the fact that Earl

strengthened from 75kt (978mb) to 115kt (938mb)

from 1800 UTC 29 August to 0000 UTC 31 August.

FIG. 6. Vertical profiles of temperature for all G-IV dropsondes: (a) 29 Aug, (b) 30 Aug, (c) 1 Sep, and (d) 2 Sep.

The profiles are colored by distance of each sonde from the storm center, as indicated in each legend. Note that

a given color does not correspond to the same range within each panel, and the range of distances is not identical

among the panels.
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Between theDC-8 flights on 30August and 1 September (a

48-h period), there is further warming (cf. Figs. 9b and 9c),

mostly above 6-km height. Despite weakening from 120kt

(932mb) to 90kt (949mb) between0000UTC2September

and 0000 UTC 3 September, the perturbation temperature

profiles in Earl did not change substantially over this

period (cf. Figs. 9c and 9d); in fact, there was warming

between 4- and 8-km height. Given the increase in

surface pressure, this implies that cooling likely oc-

curred in a layer above 12 km (unsampled by the

dropsondes).

It is apparent that the perturbation temperature pro-

files exhibit variability in the vertical on a number of

scales. As a result, it is not trivial to determine what

qualifies as a distinct local maximum in warm-core

strength. For some sondes on 29 August, there is a dis-

tinct absolute maximum in perturbation temperature at

9 or 10 km, whereas for others the maximum is appar-

ently above the sonde release height. There appear to be

secondary maxima at 4 km in sonde #6 (2027:37 UTC),

6 km in #7 (2103:39 UTC), and 7km in #8 (2143:43

UTC). Note that these three sondes were all dropped

25–40 km to the east of the center and therefore likely

underestimate the magnitude of the warm core. On

30 August, only one sonde (#4, 2040:54 UTC) seems to

have a clear absolute maximum in perturbation tem-

perature, in this case at 9.5-km height. The other sondes

all have perturbation temperatures increasing to the top

of their profiles, although they do appear to become

nearly constant at the top. Variability among the sondes

is largest on 30 August, but this appears to largely be a

result of several sondes sampling the eyewall (Figs. 2d,

4b, 5b). The RMW is smallest on this day, and so this

variability therefore reflects the mean negative radial

gradient in temperature. For example, at 4-km height, #5

(2041:39 UTC) is about 58C warmer than #3 (1918:56

UTC). Although #3 (1918:56 UTC) is less than 10 km

farther outward than #5 (2041:39 UTC) at this height,

the wind speeds in #3 (1918:56 UTC) in the lower tro-

posphere are 25–50m s21. For the three sondes that are

clearly within the eye (#1, 1834:52 UTC; #5, 2041:39

UTC; and #8, 2210:24 UTC) at all heights, there is

FIG. 7. As in Fig. 6, but for the perturbation temperature with respect to the Dunion sounding. Colors and distance

ranges in each panel correspond to the analogous panels in Fig. 6.
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evidence of a secondary maximum in perturbation

temperature at 4–5 km. On 1 September, some sondes

seem to exhibit an absolute maximum in perturbation

temperature at about 10-km height, while other pro-

files continue increasing to the top. Unlike on 30 Au-

gust, none of the sondes on 1 September with low wind

speeds have prominent secondary maxima in pertur-

bation temperature. On 2 September, all of the sondes

increase in perturbation temperature until the top of

their profiles, except possibly #5 (1955:39 UTC), which

has a maximum near 8 km. There is some evidence of

secondary maxima at about 5-km height in #6 (2046:33

UTC) and #7 (2150:30 UTC).

Figure 10 is similar to Fig. 9, but using themean profile

of all G-IV sondes from 300 to 700 km from the center to

define the reference state. We choose this radial range

both for consistency with prior studies and consis-

tency of data coverage between different days. Since the

vertical structure of temperature is qualitatively the

same among the different bins shown in Fig. 8, we do not

believe that the following results are that sensitive to the

particular bin choice. Consistent with the implication of

Fig. 8, using the G-IV profiles instead of the Dunion

sounding as a reference results in cooler perturbation

temperatures at all heights, with the largest differences

in the upper troposphere. On 29 August, the maxima at

9–10-km height become somewhat more distinct when

using the G-IV reference profile instead of the Dunion

profile. The secondary maximum in #7 (2103:39 UTC)

that is evident at 6-km height using the Dunion refer-

ence profile becomes the absolute maximum using

the G-IV sondes. On 30 August, distinct local maxima at

4–5-km height are evident in five profiles, and such

maxima are substantially more pronounced than are the

analogous midlevel local maxima evident in Fig. 9. In

two of the three sondes with the weakest wind speeds

FIG. 8. As in Fig. 7, but for the mean perturbation temperature with respect to the Dunion sounding, binned by

distance of the sondes from the storm center. Colors and distance ranges in each panel correspond to the analogous

panels in Figs. 6 and 7, except that additional lines for themean of all sondes and for themean of sondes from 300 to

700 km have been added. Note that on 29 Aug no sondes were dropped beyond 600 km, so the ranges shown differ

from the other days.
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(#5, 2041:39 UTC and #8, 2210:24 UTC), these midlevel

local maxima are nearly equal in magnitude to the ab-

solute maxima, which are found at 8–9 km (when us-

ing the G-IV reference profile). On 1 September, the

main effect of using the G-IV sondes as a reference

profile is to decrease the rate at which perturbation

temperature increases with height in the upper tropo-

sphere without altering the height where themaxima are

found. On 2 September, several sondes now have mid-

level maxima that are nearly equal in magnitude to the

upper-level maxima, including #7 (2150:30 UTC), which

is the sonde closest to the center.

It is clear that, for Hurricane Earl, the height of the

absolute maximum perturbation temperature is quite

sensitive to the chosen reference profile at times. The

use of a local environmental reference state will tend to

accentuate midlevel maxima in perturbation tempera-

ture, in comparison to using the Dunion profile as a

reference. This is because the local environment of Earl

is systematically warmer than the Dunion mean tropical

sounding, and this relative warmth increases with height.

This explains why, on 30 August and 2 September (and

to a lesser degree on 29 August), defining perturbation

temperature using the local environment yields distinct

mid- and upper-level maxima of approximately equal

strength, whereas defining perturbation temperature

using the Dunion profile yields upper-level maxima that

are substantially stronger than any midlevel secondary

maxima. As discussed in SN12, the sensitivity of the

height of the maximum warm core to the reference

profile is complicated, as it depends on both the vertical

profile of the difference between the two reference

states and the vertical profile of the inner-core temper-

ature itself. Therefore, it is not surprising that there are

times, such as on 1 September for Earl, where the height

of the maximum perturbation is insensitive to the refer-

ence profile. As Fig. 8 indicates, the warmth of the envi-

ronment relative to the Dunion mean sounding does not

change much between 30 August and 1 September. This

suggests that it is the vertical profile of the inner-core

FIG. 9. For each of the DC-8 flights, vertical profiles of the perturbation temperature with respect to the Dunion

sounding, for each inner-core dropsonde: (a) 29 Aug, (b) 30 Aug, (c) 1 Sep, and (d) 2 Sep. Note that since the

reference sounding is identical for all flights/sondes, differences in perturbation temperature at a given height

correspond to differences in actual temperature.
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temperature that renders the height of the warm core

insensitive to the reference state on 1 September.

Although the height of the absolute maximum per-

turbation temperature in Earl varies with time, as does

the existence of multiple distinct maxima, there does not

seem to be an obvious systematic pattern to this varia-

tion. Using the G-IV reference profile, the strongest and

most well-defined midlevel maxima in perturbation

temperature occurred on 30 August and 2 September.

During the flight on 30 August, Earl was at the end of a

period of RI, while on 2 September Earl was rapidly

weakening. The flight with the strongest signature of a

single upper-level maximum was on 1 September, which

occurred during another period of intensification. The

intensity of Earl was nearly the same during the flights

on 30 August and 1 September, yet they have noticeably

different vertical profiles of perturbation temperature.

From the observations alone, there is little evidence that

there is a relationship between the height of the warm-

core maximum and intensity or intensity change. De-

spite Earl being one of the most well-sampled tropical

cyclones yet observed, it is still quite difficult to draw

conclusions regarding the time evolution of the warm

core. In the following section, we examine a numerical

simulation of Earl in order to gain further insight.

4. WRF simulation of Earl

a. Model configuration

To simulate Earl, we use the 2013 configuration of

The Pennsylvania State University (PSU) Real-Time

Weather Research and Forecasting Ensemble Kalman

Filter (WRF-EnKF) system (note that this is a retro-

spective forecast). We use the Advanced Research

WRF (WRF-ARW), version 3.4.1, with 3 nested do-

mains (27-/9-/3-km horizontal grid spacing) and 43

vertical levels. To parameterize unresolved physical

processes, we use the Yonsei University (YSU) bound-

ary layer parameterization, the WSM6 microphysics

scheme, and the RRTM and Dudhia parameterizations

for longwave and shortwave radiation, respectively. The

surface exchange coefficients of heat and momentum

FIG. 10. As in Fig. 9, but with perturbation temperature defined with respect to themean temperature of all G-IV

dropsondes within 300–700-km distance from the storm center. For each DC-8 flight, the sondes that define the

reference profile are taken from the G-IV flight that is closest in time. This reference profile is identical for all

sondes dropped within the same flight but differs for each flight.
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are as in the PSU formulation of Green and Zhang

(2013). In this study, we examine a single deterministic

simulation, which was initialized from the mean of a 60-

member ensemble Kalman filter (EnKF) analysis. For

this analysis, conventional Meteorological Assimilation

Data Ingest System (MADIS) observations were as-

similated, as were minimum surface pressure (Pmin;

from NHC advisories), flight-level observations, and

dropsondes. Data from the NOAA P-3 and G-IV air-

craft were assimilated, but data from the DC-8 were not.

Doppler radar observations were not assimilated for the

simulation we examine. Further details on the EnKF

assimilation system can be found in Weng and Zhang

(2012) and Zhang and Weng (2015).

Deterministic forecasts were initialized every 6h

throughout the lifetime of Earl. After examining a num-

ber of different initialization times, we chose to focus on a

single simulation, which was initialized at 0600 UTC

29 August and integrated until 1200 UTC 3 September.

We chose this particular simulation because it was

initialized prior to the first DC-8 flight and because it

yielded a relatively accurate prediction of track, Vmax,

and Pmin. While this forecast and some forecasts

initialized at other times produced relatively good pre-

dictions, others were less accurate. It is not the purpose of

this study to assess intensity forecast skill or to examine

the reasons for producing good versus poor forecasts.

Instead, we seek a forecast that produces a relatively ac-

curate simulation of Earl and then use it to examine the

evolution of the warm-core structure, in comparison to

observations. If the intensity forecast had large errors (in

particular in Pmin), then the vertically integrated tem-

perature perturbation would be highly erroneous, and it

would not be useful to compare the warm-core structure

to observations. Therefore, we pick one of the better

forecasts for our analysis and comparisons.

b. Comparison of forecast wind field to observations

Figure 11 compares the forecast position and intensity

of Earl to the NHC best track. Earl’s track is relatively

well forecast (Fig. 11a), but with a slightly right-of-track

bias at most times. Both Vmax (Fig. 11b) and Pmin

(Fig. 11c) are also well forecast, with the peak intensity

slightly underestimated and the forecast intensity ten-

dency generally following that of the best track. Im-

portantly for our analysis of the warm core, the forecast

FIG. 11. (a) Track, (b) maximum 10-m wind speed, and

(c) minimum surface pressure, for the WRF forecast and best

track. For (a), the tracks are overlaid on the sea surface tem-

perature (8C), which is contoured every 18C. Note that the WRF

forecast was initialized at 0600 UTC 29 Aug, which is t 5 6 h for

(b) and (c).

AUGUST 2016 S TERN AND ZHANG 3317



Pmin is within 10mb of the best track at all times for

which we have observations of the warm-core structure.

Before we compare the simulated warm-core struc-

ture to observations, we will first evaluate the forecast

structure of the wind field. This is useful for two reasons.

First, the radius–height structure of the perturbation

temperature is closely related to the structure of the

tangential winds through thermal wind balance. As

discussed in SN12, this relationship is complicated, as,

for example, the temperature at the storm center de-

pends on the winds at all radii, and the radial tempera-

ture gradient at a given location is a function of radius,

the vertical gradient of the winds, and the magnitude of

the wind speed itself. Nevertheless, errors and biases

in the structure of the temperature and wind fields are

fundamentally linked, and it is possible to deduce errors

in one field from errors in the other. Below, we will show

that errors in the forecast warm-core structure of Earl

are likely related to the fact that the RMW in the sim-

ulation tends to have too large of an outward slope. It is

also useful to investigate the forecast structure of the

wind field because simple intensity metrics, such as

Vmax and Pmin, though important, are inherently lim-

ited in their utility and in the information they convey.

For example, if a simulation accurately forecast Vmax,

but the RMWwas twice as large as observed, this would

constitute a serious error and would imply that the

forecast Vmax was correct for the wrong reason. Only

recently have studies begun to focus on structural pre-

dictions, so this Earl dataset presents an opportunity

to increase our understanding of model forecasts of

structure.

Figure 12 shows the WRF forecast azimuthal-mean

tangential winds at times corresponding (to the nearest

6 h) to the radar analyses shown in Fig. 3. Note that it is

difficult to directly compare the peak azimuthal-mean

tangential wind Vmax between the simulations and radar

analyses. This is because Vmax in TCs is generally found

within the boundary layer (typically 500–1000m). Be-

cause of a combination of limited vertical resolution and

the inherent smoothing of the variational analysis, the

wind speeds in the upper part of the boundary layer in

the radar analyses are almost certainly biased low.

Therefore, our comparison is instead focused at 2-km

height, which is representative of low levels but above

the poorly resolved boundary layer. Compared to the

radar analysis near 1200 UTC 29 August (Fig. 3a), the

simulated Earl (Fig. 12a) is both too strong and sub-

stantially too small, with the low-level RMW nearly

40 km smaller than observed. By 0000 UTC 30 August

(Fig. 3b), the radar analyses indicate that Earl con-

tracted substantially, with the RMW at 2-km height

decreasing from about 95 to 45 km. The simulated Earl

contracted as well (Fig. 12b), and despite being much

too small 12 h earlier, has a low-level RMW that is only

about 5 km smaller than the observations at this time, a

difference that is likely smaller than the analysis un-

certainty. The observed RMWhas a large outward slope

above 4-km height, whereas the simulated Earl has a

much more vertical eyewall and, consequently, an

upper-level RMW that is still too small. Note that, at this

time, the forecast Vmax (Fig. 11b) and Pmin (Fig. 11c)

are almost identical to those of the best track. This

demonstrates an example of how a good forecast of a

FIG. 12. As in Fig. 3, but for the WRF forecast. WRF output data were available at 6-h intervals, so each panel corresponds to the closest

available time to the respective radar data.
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single measure of intensity does not necessarily indi-

cate a similarly good forecast of storm structure. As

discussed in SN12, the structure of the warm core is a

complicated function of the wind field at all radii/

heights, so subtle changes in the structure of the wind

field can sometimes translate into large variations in the

vertical structure of the warm core through thermal

wind balance.

Between 0000 and 1200 UTC 30 August, the observed

RMW becomes nearly vertical (Fig. 3c), while in con-

trast, the RMW in the simulation becomes more out-

wardly sloped (Fig. 12c). For most of the remainder of

the simulation, the RMW has too great of an outward

slope, and the upper-level RMW is too large. Stern

(2010) found that, in idealized WRF simulations, the

slope of the RMW was systematically too large as

compared to the observational dataset of Stern and

Nolan (2009). Such a bias in RMW slope was also found

by Nolan et al. (2009) for their simulation of Hurricane

Isabel (2005) and by Nolan et al. (2013) in a comparison

of their nature run simulation to the observations of

Stern et al. (2014). From 122 HWRF forecasts of four

different hurricanes, Zhang et al. (2015) found that the

RMW slope was systematically too large, for a given

value of low-level RMW. On the other hand, Zhang and

Marks (2015) found that, in their idealized HWRF

simulations, the RMW slope compared well to obser-

vations. The study of Zhang and Marks (2015) not-

withstanding, it seems clear that an RMWwith too great

of an outward slope is a common issue in numerical

simulations of tropical cyclones, and one for which the

cause is currently unknown.

As noted in section 2, Earl underwent an ERC be-

tween 0000 UTC 31 August (Fig. 3d) and 1200 UTC

1 September (Fig. 3e), and, as a consequence, the low-

level RMW expanded from 25 to 45km. Despite

the absence of an ERC in the simulation (Fig. 12e), the

RMW in the simulation also expanded to about 45 km at

low levels during this time. Over the following 12h, the

observed RMW contracts again while the storm re-

intensifies (Fig. 3f). While this reintensification does

occur in the simulated Earl (Fig. 12f), it is somewhat too

weak, the peak occurs too early, and the simulation does

not capture the observed RMW contraction. Another

ERC begins in the observed Earl at 0000 UTC 2 Sep-

tember (Figs. 2f, 3f), and, in contrast to the first ERC,

this later ERC is relatively well predicted in the simu-

lation. Although the ERC starts about 12 h too late in

the simulation (Fig. 12g), the initial radius of the sec-

ondary wind maximum is the same (110–130 km), and

the evolution of the wind field is qualitatively consistent

with the radar analyses. This radial expansion of Earl’s

wind field, which roughly coincides with the start of

recurvature (Fig. 11a), appears to be highly predictable,

in contrast to the earlier ERC late on 30August. Such an

expansion is evident in numerous simulations we have

examined at various lead times (not shown), including

those for which intensity forecasts were poor. We

therefore speculate that the large-scale environment is

somehow responsible for this expansion, though further

investigation is beyond the scope of this study.

c. Simulated warm-core structure

Figures 13 and 14 show the radius–height structure of

the simulated perturbation temperature. To investigate

the sensitivity of the warm-core structure to environ-

mental reference state, we perform calculations using

both the Dunion sounding (Fig. 13) and the mean

environmental temperature (Fig. 14; from r 5 300 to

700 km). The magnitude of the warm-core maximum is

less when using the local environment as a reference, as

is the case with observations. This is because the local

environment (both simulated and observed) is system-

atically warmer than the Dunion profile. As in the ob-

servations, there is also a sensitivity of the height of the

absolute maximum to the reference profile. Though the

details of the sensitivity differ, the height of the maxi-

mum simulated perturbation temperature tends to be

lower when using the local environmental reference

profile, similar to the observations.

To best compare the simulations to the observed

dropsondes, Fig. 15 compares dropsonde profiles of

perturbation temperature in the eye with simulated

vertical profiles at the model times and radii closest to

observed. Figure 15a compares the observations to the

simulation using the local environmental reference

profile, while Fig. 15b uses the Dunion profile. In the

following discussion, we focus on the comparison using

the environmental reference. On 29 August, using the

environmental reference (Fig. 15a), the shape of the

simulated profile of perturbation temperature is quite

similar to that observed, with both exhibiting broad

maxima from 7- to 10-km height and both having the

largest increase with height between 3 and 7km. The

simulated profile is 18–28C too warm at all heights above

2 km, consistent with the fact that the simulated Pmin is

slightly too low. Note that themost representative ‘‘eye’’

sonde on 29 August is actually 30–35 km from the storm

center, as no sondes were dropped close to the low-level

center. Therefore, we examine the vertical profile in the

simulation at r 5 33 km; sampling at the simulated

center would bias the comparison by 18–28C. Based on

the radius–height structure of simulated perturbation

temperature at this time, we speculate that if there had

been a sonde dropped directly over the low-level center,

the height of the maximum may have been a few
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kilometers lower than seen in the observed sonde at

30-km radius.

Overall, the simulated vertical profile of perturbation

temperature on 30 August is quite similar to the analo-

gous observed profile. Both the pattern and magnitude

of the simulated profile are similar to observations, but

the simulated midlevel (4–5-km height) maximum is not

quite as strong as observed, and the simulated pertur-

bation temperature is too cold above 10-km height. At

1800 UTC 30 August, the simulated Pmin is nearly the

same as the best track, while, at 0000 UTC 31 August,

the simulated Pmin is about 10mb too weak. This is

consistent with the simulated perturbation temperature

being comparable to observed but slightly too cool at

some heights. Note also that, through thermal wind

balance, the fact that the simulated temperature is too

cool at upper levels is qualitatively consistent with the

fact that the simulated winds at upper levels are too

weak and that the upper-level RMW is too large.

Following the observed ERC and recontraction of the

RMW (both of which are absent in the simulation),

there are larger structural differences in the wind field

between the observations and the simulation, with the

mid- and upper-level RMW being much too large in the

simulation. Therefore, it is not surprising that greater

differences exist in the vertical profile of perturbation

temperature at this time (1 September), as compared to

previously. Neglecting small-scale details, the observed

perturbation temperature increases monotonically with

height to about 10.5 km, while simulated perturbation

temperature has a distinct absolute maximum at about

5.5 km. The simulated profile is also 28–48Cwarmer than

observed from 4–7km. As the simulated Pmin is slightly

too weak at this time, this implies that the simulated

perturbation temperature must be too cool at heights

above those observed (i.e., above 11km). Once again,

this is consistent (through thermal wind balance) with

the fact that the upper-level RMW is too large. Note

FIG. 13. For the WRF forecast, radius–height cross section of azimuthal-mean perturbation temperature, using

the Dunion reference profile. Perturbation temperature is contoured every 0.58C, with every 48C thickened. White

regions represent negative values. The forecast RMW is in magenta. Times shown are those that are closest to the

respective DC-8 flights: 0000 UTC (a) 30 Aug, (b) 31 Aug, (c) 2 Sep, and (d) 3 Sep.
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that, when using the Dunion reference state (Fig. 15b),

the difference between simulated and observed pertur-

bation temperature at midlevels is a few degrees larger

than when using the environmental reference state

(Fig. 15a); this implies that the simulated environment

must be too warm at midlevels at this time (not shown).

For the last DC-8 flight (late on 2 September), there

are again some differences between simulated and ob-

served perturbation temperature profiles, although the

agreement is better than on the previous day. Below

3km, the simulated perturbation temperature is too

cold, although this is partly due to the simulated envi-

ronmental temperature being slightly too warm (not

shown). There is a gap in the observations between 5 and

7km, but it can be inferred that the simulation switches

from being too cold to too warm across this layer. It can

also be inferred that there is a midlevel local maximum

in perturbation temperature in the observed profile.

This maximum is missing from the simulation, which

instead is characterized by a nearly constant profile from

5- to 12-km height. Nevertheless, overall, the warm-core

structure at this time is simulated rather well, consider-

ing that this is 4–5 days after initialization.

d. The relationship between changes in the
temperature and wind fields

To illustrate the difficulty in relating specific structural

changes in the warm core structure to changes in the wind

field, in Fig. 16, we more closely examine the simulated

evolution of both fields from 0000 UTC 2 September to

0000 UTC 3 September. During this 24-h period, the

warm-core maximum in the simulation increases in

height from 5.5 (Fig. 14c) to 9.5 km (Fig. 14d). From the

24-h temperature change (Fig. 16a), it is evident that

the upward shift in the maximum is a result of slight

cooling (18–28C) of the eye from 2–8-km height, along

with slight warming (18–28C) above 8 km. Changes in

the wind field are not directly related to these tem-

perature changes, but instead to changes in the radial

gradient of temperature ›T/›r. Figures 16b and 16c show

›T/›r at 0000 UTC 2 and 3 September, respectively, and

Fig. 16d shows their difference. Note that at neither time

FIG. 14. As in Fig. 13, but using the azimuthal-mean temperature averaged between 300- and 700-km radius as the

reference profile.
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does the height of minimum ›T/›r correspond to the

warm-core maximum, and the change in perturbation

temperature seen between Figs. 14c and 14d cannot be

easily inferred by looking at ›T/›r. The structure of the

24-h change in ›T/›r is complex, but, in the region of

strongest cooling, the negative temperature gradient

generally weakens (positive tendency). As discussed in

SN12, thermal wind balance does not simply relate ›T/›r

to ›y/›r, as is sometimes assumed. Starting from ther-

mal wind balance in log–pressure height coordinates

(Schubert et al. 2007),
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where yg is the gradient wind and T0 is a constant ref-

erence temperature. Figure 16e shows the 24-h change

FIG. 16. For theWRF simulation, (a) 24-h change in temperature from0000UTC2Sep to 0000UTC3Sep; ›T/›r (8Ckm21) at (b) 0000UTC

2 Sep and (c) 0000 UTC 3 Sep; and 24-h changes in (d) ›T/›r, (e) the rhs of (2), (f) ›yg/›z, (g) Vg, and (h) V. The contour intervals are 0.58C
in (a), 0.05 C8 km21 in (b)–(e), 1 m s21 km21 in (f), and 2ms21 in (g)–(h). The RMWat the current time is shown in magenta in (b) and (c), the

RMWat 0000UTC2and3Separe shown in blue andmagenta, respectively, for (a) and (d)–(f), and inwhite andmagenta, respectively, for (g) and

(h). The zero contour is in thick black on all panels.

FIG. 15. For each DC-8 flight, the vertical profile of perturbation temperature for a representative inner-core

sonde is compared to the WRF forecast at the closest available time. (a) Using the mean 300–700-km temperature

as a reference profile and (b) using the Dunion sounding as a reference profile. Dropsondes are solid, and WRF

soundings are dashed, with the times given in the legends. For WRF, the azimuthal mean is shown, at a radius

corresponding to that of the respective observed sounding.
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in the rhs of (2), using T0 5 300K. Comparing Figs. 16d

and 16e, it is evident that (2) is an excellent approxi-

mation to exact thermal wind balance.

From Fig. 16e, it remains difficult to comprehend the re-

lationship between the changes in warm-core structure and

the wind field. Figure 16f shows the 24-h change in ›yg/›z,

which, in this particular case, qualitatively resembles the

change in the full rhs of (2). Here, we can see that the

weakened radial temperature gradient approximately

corresponds to a region of weakened vertical gradient of

yg. Figure 16g shows the 24-h change in gradient wind.

There is a substantial decrease in yg throughout the tropo-

sphere inmost of the eye and eyewall region, whereas there

is an increase in yg everywhere outwards of 70km. The

cooling in the midlevel eye is associated with the fact that

theweakening of the gradientwind in the eye and eyewall is

greatest in the lowest 2km: that is, that the midlevel winds

weaken less than those below. Finally, Fig. 16h shows the

24-h change in the actual tangential wind. Above 2km, the

changes in y qualitatively mirror those of yg, as deviations

from gradient balance are small. In the lowest 2km, the

magnitude of the change in y ismuch greater than that of yg;

the difference represents tendencies in the unbalanced flow,

and these tendencies therefore do not correspond to ten-

dencies in ›T/›r. The change in the unbalanced wind is the

component of the tangential wind tendency that is most

visually apparent when comparing Fig. 12f to Fig. 12h and

yet bears no relationship to the change in the temperature

field and therefore the structure of the warm core.

The above analysis and the analysis of SN12 indicate

why it is so difficult to draw general conclusions regarding

the structural relationships between the warm core and

the wind field. Above the boundary layer, thermal wind

balance is a good approximation, and the warm core is

closely related to the wind structure. However, what we

observe as the warm core in the eye is the integrated

effect of radial temperature gradients throughout the TC,

so temperature changes in the eye need not relate towind

changes in the eyewall or at any particular radius.

Without knowing the full radius–height structure of both

the temperature and wind fields, we cannot easily relate

changes in one to changes in the other. With model data,

we can begin to more carefully investigate structural re-

lationships, as we did above. However, even in this case,

the interpretation is challenging, and it remains difficult

to make specific associations between the warm-core

structure of the eye and the overall wind structure.

5. Discussion

SN12 and SZ13a,b found that, in their idealized sim-

ulations, the warm core was consistently maximized

between 4- and 8-km height. They also found no

evidence that the height of the maximum varied sys-

tematically with storm intensity. In this investigation of

Earl, the warm core (both observed and simulated) is

sometimes found to be higher than in SN12. Neverthe-

less, when using a local environmental reference, a

midlevel maximum in perturbation temperature often

occurs, consistent with SN12. Importantly, there is no

systematic relationship between the height of the warm

core and intensity or intensity change in Earl, also con-

sistent with SN12.

As noted in the introduction, Chen et al. (2011) and

Chen and Zhang (2013) argued that the upper-level

(14 km) warm-core maximum they found in their Wilma

simulation was responsible for Wilma’s extreme in-

tensity, and, had the maximum not been so high, Wilma

would not have been so strong. It is difficult to determine

why their simulated Wilma had the maximum pertur-

bation temperature at a much greater height than the

idealized simulations of SN12. However, we believe that

it is incorrect to attribute storm intensity to the height of

the warm core in this manner. SN12 extensively dis-

cussed this idea, which we briefly summarize below.

It is true that, for a given temperature perturbation,

the associated hydrostatic surface pressure anomaly is

greater when the temperature perturbation is at a lower

pressure (greater height). However, a given surface

pressure anomaly can be associated with an essentially

infinite combination of vertical temperature profiles, and

there is no reason for presuming a particular profile.

Wilma’s extremely low surface pressure could potentially

have been associated with an even warmer anomaly

whose maximum was at a lower height, so it cannot be

said that Wilma was stronger than it otherwise would

have been because of the height of the maximum per-

turbation temperature. Indeed, that SN12 simulated ex-

tremely intense TCs with midlevel maxima implies that a

maximum at 14-km height is not necessary to produce a

category-5 hurricane. We note that Chen and Zhang

(2013) performed a sensitivity test where they decreased

the SST by 18C everywhere and repeated their simula-

tion. This resulted in a substantially weakened storm,

with Pmin at peak intensity 37mb higher than for their

control simulation. However, the warm-core maximum

for this weaker storm was again at about 14-km height,

which seems contrary to the idea that the height of the

warm core is important for determining storm intensity. It

remains possible that there is some relationship between

the height of themaximumperturbation temperature and

storm intensity in real TCs, as was found in Durden

(2013). However, hydrostatic balance does not require

that there must be such a relationship.

Chen and Gopalakrishnan (2015, hereinafter CG15)

simulated Hurricane Earl from 1800 UTC 26 August to
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1800UTC 31August, encompassing the period prior toRI

as well as the first period of RI. We investigate the period

from 0600 UTC 29 August to 0000 UTC 3 September, so

our timeframe only partially overlaps with that of

CG15. During the period of maximum intensity, CG15

found that the maximum perturbation temperature was

at 8-km height. Though CG15 compare this favorably

to theWilma simulation of Chen and Zhang (2013), the

structure and evolution of the warm core in their sim-

ulated Earl is actually quite different from their simu-

lated Wilma. The peak warm core in their Earl is 6 km

lower than that in their Wilma. In CG15, the sudden

onset of warming above 8-km height coincident with RI

is contrasted with warming generally being confined to

heights below 8 km prior to RI. Different from the Earl

simulation of CG15, a sudden increase in depth of the

layer with warming for Wilma is not evident in Fig. 1 of

Chen and Zhang (2013); warming throughout the tro-

posphere occurred prior to RI. Chen and Zhang (2013)

emphasized the fact that the warm-core maximum el-

evated from 12 to 14 km during the RI of the simulated

Wilma. Though somewhat noisy, the warm-core max-

imum in CG15 appears to elevate from 6 to 8 km during

the RI of the simulated Earl. CG15 do not mention this,

however, instead emphasizing the increase in depth of

the layer of overall warming. As our simulation begins

at the onset of RI, we cannot directly compare our

simulation to theirs regarding their finding that the

depth over which there is warming increases during RI.

However, we can see that, during the 60-h period of

overlap (0600 UTC 29 August–1800 UTC 31 August)

of our respective simulations, the height of maximum

perturbation temperature is roughly comparable, given

differences in how we define the reference temperature

profile. Additionally, the temperature increases during

RI throughout the depth of the troposphere in both our

simulation and that of CG15, and both simulations are

qualitatively consistent with the dropsonde observa-

tions in this respect.

CG15 examine the hydrostatic contribution of

warming above and below 8-km height to the surface

pressure perturbation and find that warming above 8 km

contributes 45mb to the pressure fall in Earl. From this,

they argue that ‘‘RI would not have occurred’’ without

the warming above 8 km. This type of analysis presumes

that tropical cyclone intensity is causally driven by the

warming of the eye itself, which we think is likely in-

correct. It is generally accepted that (above the bound-

ary layer) the temperature field is in approximate

balance with the tangential wind field, so changes in

either field will lead to changes in the other. This ad-

justment to thermal wind balance is very rapid, and it is

very difficult to determine whether the wind is adjusting

to the temperature, or vice versa. Indeed, in the widely

accepted convective ring model of tropical cyclone

spinup, warming of the eye and intensification of the

wind field occur simultaneously. The idea that warming

of the eye itself is the fundamental determinant of storm

intensity is also inconsistent with the potential intensity

theory of Emanuel (1986). Emanuel’s theory is based on

the idea that TCs intensify as a result of a positive

feedback between surface heat fluxes and surface winds.

The theoretical maximum winds at the top of the

boundary layer are determined irrespective of the dis-

tribution and magnitude of eye warming, and the eye

warming is only determined after solving for the maxi-

mum winds. Of course, this inconsistency does not

necessarily falsify the idea that eye warming itself is the

fundamental agent of intensification. However, there is

currently little evidence for this idea, so we think it is

misleading to focus on the height of maximum warming

as a key aspect of intensity and intensity change.

CG15 also compared their simulated RMW to the

observed, and we would like to point out a discrepancy

between our respective results. CG15 found that their

simulation predicted an RMW that was similar to ob-

served at most times, particularly in the period prior to

RI. They noted that the simulated RMW contracted

from about 50 to 20–30km in the period from 0600 to

1200 UTC 29 August, ‘‘consistent with the observa-

tions.’’ While it is true that their simulation is similar to

the extended best-track (EBT) data (that they rely on)

in this respect, the EBT data are themselves inconsistent

with the observed azimuthal mean wind fields that we

presented. As we showed (Fig. 3a), the radar-analyzed

RMWwas 95km at 2-km height at 1200 UTC 29 August

[and this is also consistent with the analysis presented in

Rogers et al. (2015)]. This RMW contracts greatly by

0000 UTC 30 August (Fig. 3b), a time period for which

the EBT instead indicates expansion. It seems possible

that the EBT RMW at 1200 UTC 29 August is reflective

of an inner relict RMW that is evident in the azimuthal

mean wind field (Fig. 3a) as well as the horizontal cross

section at 2 km (Fig. 2a). It is apparent, however, that the

RMW that is actually associated with the inner core of

Earl during RI originates from a contraction of the

larger RMW, rather than an expansion of the weaker

relict RMW. Therefore, it is possible that the corre-

spondence of the simulated RMW of CG15 with ob-

servations is, in part, related to uncertainties or errors in

the EBT dataset.

As mentioned in the introduction, several recent

studies (SN12; SZ13a; Wang and Wang 2014; Ohno and

Satoh 2015) have found distinct mid- and upper-level

maxima in perturbation temperature, with the upper-

level maximum forming only once a TC is relatively
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intense (category 2 or 3). From a potential temperature

u budget, SZ13a found that the upper-level maximum in

perturbation temperature was a consequence of a simi-

lar local maximum in azimuthal mean vertical advective

warming that occurred during the latter portion of RI.

Mean descent near the center during intensification was

consistently an absolute maximum at 12–13-km height,

slightly below the height of the upper-level perturbation

temperature maximum. Though this persistent descent

was substantially stronger than that at midlevels, the

midlevel warm core remained stronger in SZ13a, be-

cause the static stability was very weak at the level of

peak descent, so relatively less warming could be ac-

complished by vertical advection.

In SZ13a, we attributed the overall vertical structure

of the warm core in our simulations to the structure of

static stability in the mean tropical troposphere: there

is a local maximum in stability at midlevels, so rela-

tively weak descent can accomplish substantial warm-

ing, whereas stability is very weak in the upper

troposphere from 8 to 12 km, leading to a decrease of

warming with height in this region. Static stability

rapidly increases with height above about 13 km, in the

tropical tropopause layer (TTL), and SZ13a concluded

that the secondary maximum in perturbation temper-

ature at 12–14-km height was a result of this stability

structure. In Wang and Wang (2014) and Ohno and

Satoh (2015), the upper-level maximum became

stronger than the midlevel maximum, in contrast to

SZ13a. We speculate that, in their simulations, there

may have been greater descent in the high-stability

tropical tropopause region than in SZ13a, leading to

greater warming, and a relatively stronger upper-level

maximum. Whether the mid- or upper-level maximum

is stronger likely depends on subtle details of the ver-

tical profiles of vertical velocity and static stability. In

any case, the existence of dual maxima in Wang and

Wang (2014) and Ohno and Satoh (2015) is consistent

with the argument of SZ13a that the structure of the

warm core is strongly related to the structure of the

mean environmental static stability.

Further evidence for the influence of environmental

static stability on warm-core structure can be seen in

Fig. 17, which compares the static stability N2 in the

environments of the observed and simulated Earl, as

well as in the Dunion mean sounding. To reduce the

noise in observed profiles, we calculate N2 5 (g/u)

(›u/›z) for each G-IV sonde that is 300–700 km from

the center, average all such sondes for each day, and

then average these four profiles. For the simulation, we

average the same quantity between 300–700 km and

over the same four times shown in Figs. 13 and 14. In

general, there is a very good correspondence between

the observed and simulated N2 in the near-storm en-

vironment. In both, there are maxima at 1.5–2 and 5–

6 km, a local minimum at 3–4 km, and an essentially

monotonic decrease from 6- to 12-km height. It is likely

that this midlevel maximum in environmental N2 is at

least, in part, responsible for the tendency for a maxi-

mum in perturbation temperature to form at similar

heights in the eye of Earl. The temporal variability in

the environment (not shown) is relatively small, so the

differences in the prominence or existence of the

midlevel warm-core maximum on different days within

the observations, as well as differences between the

simulation and observations, are likely a function of the

dynamics of the eye. Although SZ13a,b showed that a

number of processes make important contributions to

the evolution of temperature within the eye of TCs, at

most times it is the azimuthal mean vertical advection

of potential temperature that is dominant. Therefore, it

is most likely that the variation in the height of the

absolute maximum of perturbation temperature in Earl

is associated with variations in the vertical profile of

azimuthal mean vertical velocity within the eye. The

budget analyses required to determine this are beyond

the scope of this study (and not possible for the ob-

servations). Nevertheless, we can speculate that the

disappearance of the previously observed midlevel

maximum on 1 September is associated with some

combination of increased subsidence above 6 km and

decreased subsidence below within the eye during the

ERC. The temporal and interstorm variability in the

vertical profile of mean vertical velocity in the eye,

FIG. 17. Static stabilityN2 vs height for the G-IV dropsondes, the

Dunion mean sounding, and the WRF simulation. For the drop-

sondes and the simulation, the profiles that are shown are the

means between 300- and 700-km radius averaged over four days.

Details are given in the text.
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which is itself dependent on static stability, is currently

poorly understood.

In Earl, there is clear evidence of dual maxima in

perturbation temperature from the dropsonde obser-

vations, especially when using a local environmental

reference state.While themidlevel maximum is found at

comparable heights as seen in the simulations of SN12

and SZ13a, the upper-level maximum is observed at 9–

12 km, which is lower than that found in the aforemen-

tioned studies (12–14 km) and substantially lower than

the 15–16-km maxima found by Wang and Wang (2014)

and Ohno and Satoh (2015). At least some of the time in

Earl (particularly on 2 September), however, the per-

turbation temperature is increasing with height at the

top of the dropsonde profile (11–12 km), so the true

maximum is likely above flight level and unsampled.

Durden (2013) found the height of peak perturbation

temperature to be quite variable among the storms in his

dataset, so it is perhaps unsurprising that there is a lack

of consistency in this respect between the Earl obser-

vations and various idealized and real-data numerical

studies. Nonetheless, the existence of the dual maxima

in the observations affirms that such a simulated char-

acteristic of TCs is at least broadly realistic. This is not

the first such observation of dual warm-core maxima; as

noted in the introduction, Hawkins and Imbembo (1976)

found two distinct maxima in Hurricane Inez (1966),

though they believed that such a phenomenon was

‘‘rather unusual.’’ Though there are still not enough

observations of warm-core structure to ascertain the

frequency of such an occurrence, it now seems likely that

simultaneous mid- and upper-level maxima of pertur-

bation temperature in intense tropical cyclones are

relatively common.

In this study, we have shown that both the height of

the absolute maximum perturbation temperature and

the overall shape of the profile can be quite sensitive

to the chosen reference profile, consistent with the re-

sults of SN12 and Durden (2013). Therefore, it is critical

that future studies of the warm core make clear their

choice of reference profile. Ideally, the reference profile

should be similar to that of any previous studies with

which comparisons are being made. Aside from pur-

poses of comparison, the reference that is most appro-

priate depends on the research focus. Although any

choice remains somewhat arbitrary, the wind field is

dynamically related to the local environment and not

to a mean tropical sounding. Therefore, for trying to

understand the relationship between the warm core and

the TC circulation, we believe that a local environ-

mental reference state is most appropriate. On the other

hand, for simply evaluating changes in temperature with

time within a given storm, a fixed profile, such as the

Dunion sounding, is more useful, as changes in pertur-

bation temperature will correspond to changes in actual

temperature.

6. Summary

We presented an observational analysis of the warm-

core structure of Hurricane Earl (2010) on four different

days using high-altitude dropsondes from the DC-8

aircraft. To supplement this analysis, we also examined

the evolution of the wind field using Doppler wind an-

alyses from the NOAA P-3 aircraft. We calculated the

perturbation temperature using two different definitions

of the environment: 1) the Dunion (2011) moist tropical

mean sounding and 2) the actual near environment of

Earl, as obtained from NOAA G-IV dropsondes. Be-

tween the first two DC-8 flights (during RI), the tem-

perature of the eye warmed at all heights below 12 km.

Warming continued between the second and third

flights, though mostly above 6-km height. Between the

third and fourth flights, the eye temperature did not

change substantially, in spite of a 30-kt decrease of the

maximum winds and 17-mb increase in minimum pres-

sure during this period. Through hydrostatic balance,

this implies that there must have been (unsampled)

cooling in a layer above 12-km height that was associ-

ated with this pressure rise.

The height of themaximum perturbation temperature

in Earl is at times very sensitive to the choice of refer-

ence profile, which is a consequence of the fact that the

difference between the Dunion and G-IV temperature

increases with height. For three of the flights (29 and

30 August and 2 September), using the G-IV soundings

as the environmental profile gives two distinct maxima

in perturbation temperature of roughly equal magni-

tude: one at midlevels (4–6 km) and the other at upper

levels (9–12km). In contrast, the midlevel maxima are

all weaker than the upper-level maxima when instead

using the Dunion profile as the environment. We found

no obvious systematic relationship between the height

of the warm core in Earl and either intensity or

intensity change.

To complement our observational analyses, we ex-

amined the warm-core structure and evolution for a

WRF forecast of Earl and additionally compared the

forecast wind structure to theDoppler analyses. Overall,

the magnitude and the vertical structure of the forecast

warm core compare well with the observations, espe-

cially for the first two days (29 and 30 August). On

29 August, the broad maximum in perturbation tem-

perature from 7- to 10-km height is well forecast, as is

the rapid increase of perturbation temperature with

height from 3 to 7 km. Similarly, on 30 September, the
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overall pattern of warm-core magnitude and vertical

structure is well forecast. There are relatively small (18–
28C) but noticeable temperature biases, and these are

likely attributable to slight intensity biases. Between

30 August and 1 September, an ERC occurred that was

not forecast, and, as a result, there are more substantial

structural differences between the model and observa-

tions than were present at shorter lead times. In partic-

ular, the forecastRMWatmid and upper levels wasmuch

too large on 1 September, and this likely contributed to

the existence of a midlevel absolute maximum in per-

turbation temperature that was not observed. On 2 Sep-

tember, the forecast vertical profile of perturbation

temperature is more similar to the observed, although at

this time there is an observed midlevel maximum,

whereas the forecast has a broadmaximum over a deeper

layer. It is clear that a good intensity forecast does not

guarantee a good forecast of either warm-core structure

or wind structure. Nevertheless, it is also evident that

good forecasts of warm-core structure are possible at

lead times of 1–2 days and that, even at 4 or 5 days,

decent predictions of warm-core structure are possible,

even when significant intermediary structural changes, such

as ERCs, are entirely missed.
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